
������������	
������	

�
�������
������
��	���
�����
����	
���� 
 

10.5121/iju.2010.1204                                                                                                                     45 

���������	
�����
��

���	�������
�	���
	
�
��
����

� ��
�	����
 

Paramesh C. Upadhyay*, and Sudarshan Tiwari** 
*Deprtment of Electronics & Communication Engineering 

Sant Longowal Institute of Engineering & Technology 
Longowal-148106, INDIA 

E-mail: pcu_001@yahoo.co.uk 
**Deprtment of Electronics & Communication Engineering 

Motilal Nehru National Institute of Technology 
Allahabad-211004, INDIA 

E-mail: stiwari@mnnit.ac.in 
 
 
Abstract: To several mobility management protocols proposed for IP-based mobile networks, fault 
tolerance aspect of mobility agents is a primary requirement to sustain continuous service availability to the 
mobile hosts. For a localized or micro- mobility management solution, the local mobility agent i.e. gateway is 
a single point of failure because it is responsible for enforcing the signaling and data packets in its domain. 
Such failures may severely disrupt the communications among the failure-affected users.  The problem 
becomes even more severe for mobility agents in a distributed mobility management scheme with overlapping 
registration areas. 

This paper proposes a fault tolerance scheme for Distributed and Fixed Hierarchical Mobile IP 
(DFHMIP) and evaluates its performance in terms of data transmission cost and blocking probability. 
 
Keywords: DFHMIP, Fault tolerance, micro-mobility. 
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1. Introduction 

During last decade, the mobile communications and Internet technologies have gained tremendous 
popularity among the users throughout the world. This has led towards the convergence of mobile 
communications and Internet technologies together so as to achieve their fullest advantages. Mobile 
IP (MIP) [1] is a base protocol for IP mobility that uses home agents (HA) and foreign agents (FA) 
as mobility agents to facilitate mobility in IP-based mobile networks. However, MIP is not suitable 
for fast mobility users, as it incurs high signaling burden on the network and results in longer 
handover delay for mobile hosts (MH) staying away from their HA. Several micro-mobility 
protocols, centralized [2, 3, 4] and distributed [5, 6], have been proposed in literature to alleviate the 
inherent limitations of Mobile IP.  

Fault tolerance of mobility agents in IP-based mobile networks is an important issue to be 
addressed. The failure of a mobility agent interrupts the communications among the affected users. 
Therefore, the researches in the field of fault tolerant IP mobility management schemes have gained 
substantial momentum during the past decade. For a localized or micro- mobility management 
solution, the local mobility agent i.e. gateway is a single point of failure because it is responsible for 
enforcing the signaling and data packets in its domain. Such failures may severely disrupt the 
communications among the failure-affected users [7].  The problem becomes even more severe for 
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mobility agents in a distributed mobility management scheme with overlapping registration areas. In 
this paper, a fault tolerance scheme is suggested for such a mobility management scheme, 
Distributed and Fixed Hierarchical Mobile IP (DFHMIP). The performance metrics for this scheme 
include signaling cost, blocking probability, and data transmission cost. To the best of knowledge, 
this is the first work for fault tolerant distributed mobility management solution having overlapping 
registration areas.  

This paper is structured in following way. Section 2 is dedicated to related works in the 
arena of fault tolerance. In section 3, an overview of DFHMIP is presented. Section 4 explains the 
proposed fault tolerance scheme for DFHMIP, and mathematical model for the proposition is 
developed in section 5. Performance analysis has been carried out in section 6 and, finally, section 7 
gives concluding remarks on this proposal.  
 
2. Related works 
In Mobile IP, HAs and FAs are single points of failure and potential bottlenecks. If a HA crashes it 
can lead to communication failure if the mobile is away from home. Fault tolerance for IP-based 
mobile networks is relatively new topic and only few proposals are available in literature. Most of 
them focus on fault tolerance for MIP. These schemes suggest maintaining a dedicated back-up or a 
secondary mobility agent for each primary mobility agent (i.e. HA or FA), which takes over when 
later fails to work. Such schemes suffer from two drawbacks. First, back-up mobility agents need to 
be updated, leading to increase in signaling cost. Second, maintaining a back-up mobility agent for 
each primary agent results in higher system cost.  

 HARP [8] is an optional extension to Mobile-IP to address the fault tolerance of home 
agents. It is a simple protocol based on the notion of one or more HARP peers that act as a single 
shared Home Agent.  Each HARP peer is configured with information about its HARP peers and 
forwards any Mobile-IP registration messages it receives to its peers.  HARP peers act in parallel to 
create or delete tunnels to the Mobile Node's remote COA according to the last registration message 
received.   

In [9], authors propose fault tolerance mechanisms which allow multiple redundant home 
and foreign agents in the network. In the event of failure, these agents takeover from each other and 
split load balancing among them. The primary HA (FA) forwards the registration messages received 
from an MH to its peer HAs (FAs) and sends the registration reply message to the MH only after 
receiving acknowledgement messages from its peers. This makes the registration delay longer when 
the number of MHs is large and they are highly mobile.  

The fault tolerance schemes for Mobile IP can also be found in [10, 11]. H. Omar et al [12] 
have proposed a fault tolerance scheme for the failure of any of the FAs along the path between the 
root FA and the leaf FA in HMIP.  

In [13], the authors suggested a novel protocol with multiple mobile agents (MA) where 
only double mobility bindings are maintained in the whole system. When an HA fails, its backup 
HA can takeover in a short time without fetching the bindings from other places. Besides, authors 
also consider the load balancing between these HAs during HA takeover and recovery. Simulation 
results show that this method has less registration overheads, better MH scalability, less sensitivity 
on MH mobility, more fault tolerance robustness, and less takeover time than others. 

The efficient fault tolerance scheme presented in [14] attempts to overcome these 
drawbacks. But, remapping of failure-affected radio access networks (RANs) seems to be 
inappropriate for large mobile networks because, to avoid the disruption in service during the 
failure, the RANs may be connected with FAs, which are at very long distances. In such situations, 
if the frequent packets arrive for a mobile host, it may cause large data transmission delay. It is 
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undesirable from the user viewpoint. The situation will even worsen with increasing call arrival 
rate. A similar approach is available in [15] also. 
 

3. An Overview of DFHMIP 
DFHMIP [16], like MIP, uses two mobility agents, viz. Home Agent (HA) and Foreign Agent (FA), 
to make user mobility possible from one subnet to another in the network. Each mobile host is 
permanently registered with a subnet where it started its mobility services first time. This subnet is 
called the home subnet of the host. Any other subnet in the network is a foreign subnet for the host. 
The HA, located at the home subnet, assigns a permanent IP address to the MH, called its home 
address. Similarly, when a mobile host leaves its home subnet and enters a foreign subnet, the FA, 
located at the foreign subnet assigns a temporary address, also known as care-of-address (CoA) of 
the host. The proposed scheme is based on having neighbors’ information, wherein each FA is 
assumed to be aware of the IP addresses of its neighboring FAs. 

The FAx is said to be the neighbor of FAy if a mobile host moves from area covered by FAx 

to another area covered by FAy. This means that the neighbors are located at a single hop-distance 
only. The neighboring information of each FA is assumed to have been embedded in the FA 
advertisement messages. This assumption does not have significant impact on data rate in the 
network [17]. Also, unlike the scheme proposed in [18] wherein the entire domain list is broadcast 
in the coverage area of an AR through the advertisement messages, in our proposed scheme, each 
FA broadcasts the list of neighboring FAs only in its coverage area. An MH, residing in the 
coverage area of the FA, listens the advertisement messages, and uses it solely to decide if a 
registration is necessary. 

An FA, in this proposal, can concurrently work in three modes of operation: a Gateway FA 
(GFA), a Regional FA (RFA), or simply as an FA. The FA acts as a GFA whenever a mobile host 
requests it to perform a registration with its HA. This registration is termed as a macro-registration. 
Having performed a macro-registration, a mobile host can freely roam from one subnet to another 
until the next macro-registration is requested with the visiting FA of the mobile host. At this 
moment, the visiting FA of the mobile host becomes its new GFA. The group of the subnets, 
wherein a mobile host can move without a macro-registration, constitutes a registration area, called 
as macro-registration area (MacRA). The GFA resides at the center of a MacRA and any two 
consecutive MacRAs overlap with each other. The size of a MacRA is subnet or FA-specific rather 
than the user-specific.   

A MacRA consists of a number of FA-specific smaller regions. These FA-specific regions 
are called micro-registration areas (MicRA). In fact, each FA is surrounded by its neighboring FAs, 
with the FA being at the center. This FA together with its neighboring FAs constitutes MicRA. The 
center FA acts as an RFA for itself as well as for the neighboring FAs. Thus, the size of MicRA 
depends upon the number of neighboring FAs only. When a mobile host leaves a MicRA, the 
visiting FA becomes its new RFA, and a new MicRA is formed. This makes two successive 
MicRAs overlapping with each other. When a mobile host changes its MicRA, it registers with its 
GFA via its RFA. This registration is called a micro-registration. A host can move in its MicRA 
without any registration with the GFA. Thus, the movement of a mobile host within MicRA is 
transparent to its GFA. Based on the algorithm given in [16], a mobile host can decide to perform a 
macro, micro, or a local registration.  
When a mobile host registers an FA as an RFA, the registered FA and its neighboring FAs simply 
act as FAs for the host. While moving from one FA to another within the MicRA, the host registers 
with its RFA locally. This registration is referred as a local registration. Note that when a host 
registers an FA as a GFA, at that moment, the registered FA behaves like the GFA, RFA, and the 
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FA for the mobile host. Similarly, if the host registers an FA, other than the GFA, as its RFA, the 
registered FA acts as an FA for the host, as well. 

A macro-registration is performed at MacRA level, a micro-registration at MicRA level, 
and a local registration at subnet level. Thus, the scheme uses three level hierarchies in the network, 
the GFA being at the highest level, RFA at the intermediate level, and the FA at the lowest level. 
The size of a MacRA or a MicRA for all the mobile hosts using same FA as a GFA or a RFA, 
respectively, is fixed. The traffic load in the network is evenly distributed at each FA. Therefore, the 
scheme has been given a name: Distributed and Fixed Hierarchical Mobile IP, abbreviated as 
DFHMIP. The formation of overlapping MacRAs and MicRAs with host movement is shown in 
Figure 1.  

Each FA maintains three visitor lists namely, GFA visitor list, RFA visitor list and FA 
visitor list to keep location records of each mobile host at its GFA, RFA and an FA, respectively. 
The packets intended for a mobile host are first intercepted by the HA, which then tunnels them to 
the GFA. The GFA forwards these packets to the RFA, which forwards them to the mobile host via 
itself or through one of its neighboring FAs, if necessary. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Formation of overlapping Macro- and Micro-registration areas 
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A MacRA, in proposed DFHMIP, can be considered as consisting of four layers namely, layer 0, 
layer 1, layer 2, and layer 3, as shown in Figure 2. Layer 0 consists of a single FA only, and lies in 
the interior most vicinity of a MacRA. This FA is referred as a GFA. A mobile host performs a 
macro-registration in two situations. First, when it moves to an FA at layer 4 and second, when it 
moves to an FA at layer 3 and finds that it has changed its MicRA. Under both the circumstances, 
the visiting FA becomes the new GFA of the host, and a new MacRA is formed. A mobile host 
experiences a change of MicRA or RFA at an FA in layer 3 only when it’s current RFA is located at 
either layer 1 or layer 2. This is due to the fact that, in proposed DFHMIP, the layer 3 FAs in a 
MacRA can act as general FAs only.  
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Layered network architecture for DFHMIP 
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1. The host listens the FA identifier from the agent advertisement messages from the visiting FA, 

and stores in its buffer 3R . 
2. The visiting FA becomes the GFA and RFA of the mobile host. In this particular case, the GFA, 

RFA, and FA identifiers are same. Therefore, the FA identifier, in buffer 3R , is copied into the 

buffers 1R  and 2R , i.e. 

31 RR identifier ← ;       32 RR identifier ←  
3. At each subnet crossing, the visiting FA identifier and previous FA identifier have at the most 4 

IP addresses in common. Therefore, the mobile host computes 21 RR ∩  and 32 RR ∩ . 

4. IF 432 ≥∩ RR and {}21 ≠∩ RR , then local-registration occurs. Here, }{  represents a null set. 

5. IF 432 <∩ RR  and {}21 ≠∩ RR , a micro-registration occurs. At this moment, visiting FA 

becomes, the new RFA. Therefore, the FA identifier, in buffer 3R , is copied to buffer 2R , i.e. 

32 RR identifier ←  

6. ELSE IF {}21 =∩ RR , then macro-registration takes place. 
7. Go To step 1.  
 

4. Proposed Fault Tolerance Scheme for DFHMIP 
4.1 System Description 
The following assumptions are made for the fault tolerance scheme for DFHMIP: 

• The HA of a mobile host is failure-free and faults may occur at FAs only as a failure-free 
HA is necessary for user authentication.  

•  Only single fault occurs in a MacRA at a particular time, as the probability of occurrence 
of multiple faults in the same MacRA is very less. 

• The mobile hosts registered at a GFA are uniformly distributed among the underlying 
RFAs. 
The failure of an FA, in DFHMIP, can be noticed in the same way as the user movement is 

detected in Mobile IP. In Mobile IP, the movement detection that a mobile host has crossed a subnet 
boundary is made in either of the two ways: first, when the host’s registration lifetime expires, and 
second, when it receives no agent advertisement messages from its registered FA. The registration 
timeouts are, generally, higher (usually, 2-3 minutes) than the agent advertisement intervals, which 
is of the order of few seconds only [9]. Therefore, DHMIP primarily considers FA advertisement 
messages to detect the failure of an FA in seconds. In addition, a mobile host can, also, detect the 
failure of its registered FA under any of the following conditions: 

(i) If a mobile host requests its registered FA for a local, micro or macro registration and it 
does not receive any response from the FA. 

(ii) If the HA sends data packets to the failure-affected FA, when it acting in GFA mode. 
(iii) If mobile hosts attempt to send the packets via its registered FA and the FA does not 

respond due to failure.  
When a fault occurs at an FA, this FA is considered to be located at layer0. This faulty FA is 
referred to as FA0. As FA0 fails, its other two functionalities i.e. GFA and RFA are also failure-
affected. The faulty GFA and RFA are called as GFA0 and RFA0 respectively. For GFA0, any of 
the FAs at layer0, layer1, and layer2 can act as RFA. Thus, the mobile hosts that have registered 
GFA0 as a gateway may stay with any of the RFAs at layer0, layer1, and layer2, as shown in Figure 
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3(a). These RFAs can be classified into two categories. One is RFA0 located at layer0, and the other 
belongs to that of failure-free RFAs located at layer1 and layer2. The failure-free RFAs are called as 
healthy RFAs.  

Further, due to overlapping nature of MacRAs, the RFA0 acts as an RFA not only for 
GFA0, but also for all GFAs located at layer0, layer1, and layer2. Considering layer0 GFA i.e. 
GFA0 as faulty and GFAs at layer1 and layer2 as healthy GFAs, the mobile hosts in DFHMIP 
scheme arrive at RFA0 from both faulty and healthy GFAs. The mobile hosts that register RFA0 as 
an RFA are characterized in two ways. First belongs to mobile hosts which stay with FA0 i.e. RFA0 
itself, and second is that of the mobile hosts, which have moved to neighboring FAs of RFA0 i.e. 
layer1 FAs. These FAs are referred to as healthy FAs.  It is to be noted that FA0 acts as an FA not 
only for RFA0, but also for RFAs at layer1. The flow diagram for mobile hosts from/to different 
category of GFAs, RFAs, and FAs is shown in Figure 3. 
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The pictorial view of different categories of mobile hosts is shown in Figures 4.(a)-(d).  
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Figure 4. (a) Healthy RFAs at layer1 and layer2 for GFA0; (b) Healthy GFAs at layer1 and 

layer2 for RFA0; (c) Healthy FAs at layer1 for RFA0; (d) Healthy RFAs at layer1 for FA0. 
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4.2 Fault tolerance of a foreign agent  
The GFA0 can neither receive data packets from the HAs of failure-affected mobile hosts, nor can it 
forward them to the registered RFAs of the hosts. Therefore, the mobile hosts that have registered 
GFA0 as a gateway need to be assigned new GFA(s) so as to maintain continuous packet delivery to 
them.  

The fault tolerance of GFA0, having healthy RFAs, can be achieved by reconfiguring the 
visitor lists of healthy RFAs. The healthy RFAs add the entries of the failure-affected mobile hosts 
from respective RFA visitor lists to their GFA visitor lists. Then, these RFAs become the new 
GFAs for the hosts residing with each of them, as shown in Figure 5. This requires that the new 
GFAs should perform macro-registrations for the failure-affected hosts. Thus, the HAs of the hosts 
become aware of their new GFAs. The HAs of the affected hosts will tunnel all the future data 
packets to new GFAs for their successful delivery. Note that this does not pose any additional traffic 
burden on healthy RFAs, as these were already serving the failure-affected hosts prior to failure had 
occurred at the GFA. The overhead involved in this process is the increased signaling cost due to 
macro-registrations.  
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Figure 5. Allocation of new GFAs to the hosts with faulty GFA (GFA0), but healthy RFAs  
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hosts that have arrived at healthy FAs from RFA0 with GFA0 is shown in Figure 6. It should be 
noted this transformation will not increase any extra traffic burden on the FAs, as these hosts were 
already registered at the FAs and were getting the services from them only. 

On the other hand, for the mobile hosts residing with FA0, achieving fault tolerance of FA0 
is a little cumbersome. To accomplish this, a system-initiated handoff, similar to [14], is proposed. 
The system-initiated handoff is used to redirect the workload of faulty FA0 to selected failure-free 
FAs. However, it does not change the location of failure-affected mobile hosts. In this approach, 
failure-affected mobile hosts are virtually moved to serving areas of the selected failure-free FAs. 
These FAs add the entries in their GFA, RFA, and FA visitor lists for the mobile hosts that have 
been redirected to them. The FAs, then, perform macro-registration for the hosts, redirected to them, 
with their respective HAs to make them aware of new GFAs of the hosts. 

 

 

 

 

 

 

 

 

 

 

Figure 6. New GFA and RFA for hosts residing with healthy FAs 
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Figure 7. Remapping the relationship between RANs and FAs for fault tolerance [14] 

 
Here, it is assumed that the mobile hosts registered at a healthy GFA have not moved beyond its 
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at RFA0, the fault tolerance of FA0 can be obtained using system-initiated handoff, as in the case of 
mobile hosts residing with FA0 and have arrived from GFA0, via RFA0. Here, it is assumed that 
each healthy GFA has contributed same number of mobile hosts at FA0. In this case, the healthy 
GFAs are used as backup members for FA0, and the RAN of failure-affected hosts is connected 
with these backups. Each backup GFA adds the entries of its failure-affected hosts from its GFA 
visitor list to its RFA and FA visitor lists. This accomplishment neither involves any additional 
traffic load, nor any signaling overhead on healthy GFAs.   
 

5. Mathematical Analysis 
We use following notations for analytical analysis of the proposed scheme: 

FAsN    Total number of FAs in the network 

N    Number of MHs registered at a GFA 

MHsaffectedfailureN __  Number of failure-affected MHs 

in    Number of FAs at thi  layer  

RAN 

RAN 

RAN 

. 

. 

. 

. 

Faulty FA 

Failure-free FA 

Failure-free FA 

. 

. 

. 

. 

Mobile Host 

: Original serving relationship 

Interconnection Network 

: Possible fault-tolerant     
relationship 
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n    Number of layers in the network  

FAλ    Arrival rate of data requests to a failure-free FA. 

FAµ     Service rate of data at a FA 

FAc  Number of resource units for handling data at an FA 

FAw   Traffic overhead at each FA at layer 1 and 2 
 
5.1 Signaling Overhead 
Signaling overheads involved in proposed fault tolerance scheme are due to macro and micro 
registrations. These registrations take place when new GFAs and new RFAs are allocated to failure-
affected mobile hosts due to their faulty GFA (GFA0) and RFA (RFA0) respectively. Assume that 
N  hosts are registered at each GFA in the network.  Therefore, with GFA0, RFA0 and FA0, each 
host requires a macro-registration. Further, assuming that MacRA formed by GFA0 and healthy 
GFAs are alike, and considering RFA0 at layer 0, if the number of healthy GFAs at layer 1 is 1n  

and at layer 2 is 2n , then the number of hosts that have moved to RFA0 from healthy GFAs, 

denoted as sHealthyGFARFAHostsN _0_ ,  can be written as:     

)1(
)(

21

21
_0_ nn

Nnn
N sHealthyGFARFAHosts ++

+=                                                (1) 

These, hosts require a micro-registration at their respective healthy GFA, therefore, total registration 

cost in the event of a failure at an FA, represented as hostsaffectedfailuregCost __Re , is given by 

micromacrohostsaffectedfailure C
nn
Nnn

NCgCost
)1(

)(
Re

21

21
__ ++

++=                                (2) 

 
5.2 Data transmission cost between RAN and the backup FAs 
5.2.1 For efficient fault tolerance scheme for MIP 
For data transmission cost in efficient fault tolerance scheme for MIP [66], consider layered 
architecture of the entire network with faulty FA being at layer 0. In efficient scheme for MIP, the 
workload of a faulty FA is distributed among rest of the FAs in the network. The failure-affected 
RAN is connected with healthy FAs so as to sustain the services to its affected users. In large 
mobile networks, when healthy FAs are far way from the failure-affected RAN, the data 
transmission delay from/to a mobile host may become longer.  This will incur a considerable 
amount of data transmission cost on the network. The situation may become severe if the packet 

arrival rate at a failure-affected host is very high.  If total number of FAs in the network is FAsN , 
then the number of failure-affected hosts per healthy FA is given by: 

                              _ ( 1)Host perFA
FAs

N
N

N
=

−                                                             (3)       
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Therefore, average data transmission cost, denoted as MIPTransCost _ , can be written as: 

                                                                                                                                     (4) 

 

where, 
C  Data Transmission Cost per unit distance between a healthy FA and a failure-

affected RAN 

aλ  Packet arrival rate 

k  Number of layers in the network 

in  Number of FAs at thi layer 

For hexagonal network architecture, number of FAs at 
thi layer is ini 6= , and total number of 

FAs in network is, kNFAs 61+= . Therefore, average data transmission cost becomes:  
                                                                                                                (5) 

 

5.2.2 For proposed fault tolerance scheme for DFHMIP 
The average data transmission cost for proposed scheme can be written as: 
                                                                                                                                      (6) 

 

where, 1
,1iFA is the number of FAs at layer 1 of thi FA which is at layer 1 of FA0. 

For hexagonal network architecture, 
 
 
Therefore, expression for data transmission cost reduces to 
                                                                                                                                    (7) 

 

5.3 Blocking Probability 
When a failure occurs at an FA, its workload is distributed among the healthy FAs in the MacRA. 
Therefore, the resources of a healthy FA are now contended by the failure-affected mobile hosts 
moved from the faulty FA and the mobile hosts originally located at the healthy FA. This degrades 
the performance of healthy Fas in terms of increasing blocking probability, which causes a new data 
request to be more possibly blocked at a healthy FA in comparison to prefailure.  Total traffic 
overhead on each FA at layer 1 or 2 can be written as: 

( )11 +
=
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wFA                                                                                                          (8) 
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From Erlang’s loss formula, blocking probability of each FA at layer 1 and layer 2, prior to fault 
had occurred, is given as: 

�
=

=

��
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�
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                                                                  (9) 

FA

FA

µ
λ

 is called as traffic intensity for a foreign agent. 

The blocking probability of each FA at layer 1and layer 2, after failure, is given as: 
 

                                                                                                                                               

                                                                                                                                                 (10) 

 

 

 

Therefore, the increase in blocking probability on each FA becomes: 

  

 

                                                                                                                                  (11) 
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6. Performance Evaluation 
The Figure 8 shows the effect of varying distance between faulty agent and healthy agents on data 
transmission cost. The figure shows that in the case of proposed scheme for DFHMIP, the data 
transmission cost in proposed scheme for DFHMIP is very small as compared to the efficient 
scheme for MIP. It is also observed that the data transmission cost in efficient scheme increase 
rapidlr with increasing distance between faulty FA and healthy FAs. However, the cost is almost 
constant in the proposed scheme. This is because with increasing distance in the efficient scheme, 
the packets take longer time to reach at the failure-affected RAN, whereas in the proposed scheme, 
failure-affected RANs are connected locally with FAs at layer 1 and layer 2 only. Therefore the 
packet delivery, in the event of a failure, is much faster than the efficient scheme for MIP. As 
shown in Figure 9, the data transmission delay or cost in efficient scheme is highly affected with 
increasing packet arrival rate at the failure-affected mobile hosts. However, there is very slow and 
smooth increase in the cost for the proposed scheme. The reason is that the packets, in the case of 
efficient scheme will have to traverse a longer distance with every packet arrival at the failure-
affected host.   

The Figure 10 shows that the blocking probability of an FA in proposed fault tolerance 
scheme becomes higher as compared to the efficient scheme. This happens because in MIP, the 
failure-affected hosts are uniformly distributed among all the FAs in the network, whereas for 
DFHMIP, the distribution of affected users is done only among the healthy FAs at layer 1 and layer 
2 locally.  
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Figure 8 Variation of data transmission cost with distance between healthy FAs and faulty FA  
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Figure 9. Data transmission cost vs. packet arrival rate 
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Figure 10. Variation of blocking probability with traffic intensity 
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7. Conclusions 
This chapter suggests a fault tolerance scheme for foreign agents in DFHMIP. Though, no fault 
tolerance scheme for distributed and fixed architecture is reported in literature, this scheme is 
compared with an efficient scheme for MIP [14]. It has been observed that the data transmission 
delay in proposed scheme is much lower as compared with the MIP. However, proposed scheme 
results in higher blocking probability at each FA. This limitation is tolerable because higher data 
transmission delay during an ongoing session is more annoying as compared to increased blocking 
probability of newly starting sessions.   
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