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ABSTRACT 
Advances in hardware technology and wireless communication have enabled the deployment of large-
scale sensor networks, where thousands to millions of self-powered, small and low-cost sensor nodes are 
distributed over a vast field to obtain sensing data. These sensor nodes are equipped with sensing, 
communicating, and data processing units, which allow sensor nodes to collect, exchange, and process 
data of the environment. The processing units used in the current generation of sensor nodes are already 
powerful enough to perform some complicated algorithms to process sensing data, and they are expected 
to be more powerful in the future. Due to these attractive characteristics, wireless sensor networks are 
ideal candidates for a wide range of civil applications and military operations. This paper provides an in-
depth study of applying wireless sensor networks to real-world mad-cow disease monitoring and beef 
distribution safety system. An extensive survey of the state of the art to design a distributed system for 
pervasive computing is conducted. A set of techniques and mechanisms are compared and ranked in the 
paper. Then the characteristics for designing this kind of pervasive system are listed; the system 
architecture is presented; and an instance of the key mechanisms for monitoring the mad-cow disease and 
tracking beef distribution system is presented. This system supports real-time communication and 
multitasking scheduling as well. 
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1. INTRODUCTION 
Since Mark Weiser described the vision of pervasive computing in his seminal paper [1], a lot 
of progress has been achieved in this area. With the advance in MEMS devices and embedded 
processors and radio, it will soon be feasible to deploy large-scale sensor networks to perform 
distributed microsensing and control of physical environment [2]. For example, Civil engineers 
are using motes to monitor building integrity during earthquakes [3]; biologists are planning 
mote deployments for habitat monitoring [4], [5]; administrators of large computer clusters are 
using motes to monitor the temperature and power usage in their data centers.  

Recently, people are considering using sensors to monitor and track the mad-cow disease. The 
fast spread of mad-cow disease has caused severe results in the past. People got contaminated 
and economics was also affected by this event. To avoid disease spread out and track the 
distribution of beef, recording sensors have been put in different processing procedures [6]. The 
smart sensors and actuators are equipped with low-power processors and short-range radio 
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transceivers. They will automatically form multi-hop ad hoc networks to communicate with 
other sensors and remote base stations as well. 

Radio Frequency Identification (RFID) (Figure 1) has been used by PM Beef on cow/calf farms, 
feedlots and PM’s harvest and fabrication facility in Windam, MN [7]. However, those RFIDs 
act only as identification: They do not group into sensor networks. 

                                    

Figure 1. RFID tags 
    

This paper presents a specific case of distributed systems that can be used in a mad cow disease 
monitoring and tracking system (MCDMS). Different from the RFID used by PM Beef, we 
assume that we have sensors capable of detecting mad cow disease and other sensors that can be 
used to track the cattle’s body parameters, such as temperature, heart beating rate, blood 
pressure, etc. These sensors can be attached to wireless devices that are clipped on the ears of 
cows. Furthermore, we also study general solutions to develop effective sensor network 
architecture in the meadow domain. 

This paper presents a specific case of distributed systems that can be used in a mad cow disease 
monitoring and tracking system (MCDMS). Different from the RFID used by PM Beef, we 
assume that we have sensors capable of detecting mad cow disease and other sensors that can be 
used to track the cattle’s body parameters, such as temperature, heart beating rate, blood 
pressure, etc. These sensors can be attached to wireless devices that are clipped on the ears of 
cows. Furthermore, we also study general solutions to develop effective sensor network 
architecture in the meadow domain. 

The rest of the paper is organized as follows. The related work is discussed in Section 2. Section 
3 presents an extensive survey on the existing techniques and mechanisms of pervasive 
computing architecture. In Section 4, we first analyze the characteristics of the disease 
monitoring and tracking system and then provide the key mechanisms in design of the system. 
Conclusion remarks are discussed in Section 5. 

 

2. RELATED WORK 
Sensor networks are ideal candidates for a wide range of applications and will be ubiquitous in 
the near future, serving as the bridge between humans and the physical world. They are 
expected to contribute significantly to pervasive computing and make our daily life more 
comfortable and enjoyable. 

Sensor network was first proposed for military applications such as battlefield surveillance [8] 
and military situation awareness [9]. In another paper [10], Srisathapornphat et al. propose to 
use sensor networks to sense intruders on bases, to detect enemy units movements on land or 
sea, to detect chemical (or biological) threats, and to offer logistics in urban warfare. Recently, 
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researchers propose to use sensor network to form a smart-landmine network which can destroy 
the intruding targets using the minimum-cost pre-deployed mines [11]. 

The research on sensor network then quickly expands to civil applications, in which sensors are 
deployed to sense and collect data. Under this category, the existing applications can be 
classified into habitat monitoring, environment observation and forecasting, health, structure 
monitoring, and other commercial applications [12]. 

Cerpa et al. [13] describe habitat monitoring as a motivating application for wireless sensor 
network and introduce initial system building blocks designed to support such a system. They 
propose a tiered architecture and use a frisbee model to optimize energy-efficiency so as to 
prolong the lifetime of the network. In August 2002, researchers from UCB/Intel Research 
Laboratory deployed a tiered sensor network (using Mica motes) on Great Duck Island, Maine, 
to monitor the behavior of storm petrel [14]. Other research issues of using sensor network for 
habitat monitoring discussed in several other papers [15], [16], [17]. 

CORIE [18] is a pilot environmental observation and forecasting system (EOFS) for the 
Columbia River, Oregon. Its observation network, a real-time sensor network, includes an 
extensive array of 13 stationary sensor nodes in the Columbia River estuary and one mobile 
sensor station cruising the river several times over the years. Sensor data are collected and then 
transmitted via wireless link toward onshore master stations, where they are further forwarded 
to a data management system and finally fed into advanced numerical models. The acquired 
knowledge is transformed into data products to provide objective insights on spatial and 
temporal variability of the river, to understand the river-dominated estuaries and plumes, and to 
provide powerful planning and analysis tools for policy making for the region’s natural resource 
management and regulation authorities. 

In the area of health care, sensor network can be used for monitoring human physiciological 
data remotely, tracking and monitoring of doctors, patients, and drug administrator inside a 
hospital [19]. Milenkovic et al. [20] present a prototype sensor network for personal health 
monitoring that utilizes the off-the-shelf 802.15.4 compliant sensor nodes and custom-built 
motion and heart activity sensors. In such application, sensor network is promising in 
revolutionizing health care by allowing inexpensive, non-invasive, continuous, ambulatory 
health monitoring with almost real-time updates of medical records via the Internet. 

Sensor network has significant commercial potential in structure monitoring, to collect and 
analyze the structural response to ambient or forced excitation. A first generation of sensor 
networks for structural monitoring is presented by Xu et al. [21], called Wisden, which is a data 
acquisition system that collect data and a single node for centralized processing. It mimics wired 
data acquisition systems and incorporates reliable data transport, time synchronization, and 
compression algorithms. 

In his master thesis, Kim [22] design, implement, and test a wireless sensor network (targeting a 
deployment on the Golden Gate Bridge) to monitor the ambient vibration of a structure to 
analyze the collected data to determine the health status of the structure. Deployment at a 
footbridge showed the system is operating successfully, and the collected data matched 
theoretical expectation. 

Li and Liu [23] propose a structure-aware self-adaptive wireless sensor network system to 
monitor the environment in coal mines, which can detect structure variation caused by 
underground collapse rapidly. The collapse holes can be located and outlined, and the detection 
accuracy is bounded with such a system. They deployed a prototype system with 27 Mica2 
motes and measured the system error, detection latency, packet loss rate, and network 
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bandwidth. Based on the data collected in experiments, they also conducted a large-scale 
simulation to evaluate the system scalability and reliability. 

Sensor network can also be used in many other areas, such as public safety [24], [25] (sensing 
and location determination at disaster sites), coordinated vehicle tracking [26], vehicle theft 
detection and tracking [27], smart badges and tags [24], [25], monitoring hazardous chemical 
levels and fires [24], managing inventory, monitoring product quality [28], [29], and many 
others. 

As pointed out by Akyildiz et al. [30], The characteristics of sensor networks, such as low cost, 
easy deployment, flexibility, fault tolerance, and high sensing fidelity, will continue motivating 
and creating many new and exciting applications for remote sensing. In the future, this wide 
range of applications will make sensor networks an integral part of our lives. 

 

3. SYSTEM ARCHITECTURE FOR MAD COW DISEASE 
3.1. Characteristics of Mad Cow Disease Monitoring and Tracking System 
As described in Section 1, the major functions of our mad cow disease monitoring and tracking 
system are twofold. One part is to track each cattle, from its birth to slaughtering house, to 
detect mad cow disease. The other part, deployed on transportation trucks and in the beef 
process, is to track the beef until beef is put on the grocery shelf. The tiny sensor device is able 
to detect virus, read the current level of body temperature, measure the heart-beating rate and 
blood pressure for each cow. Our system is to provide disease detection and safety processing 
monitoring. There are different kinds of events and sorts of queries, which can be divided into 
categories: 

1) Urgent events that only include mad cow disease detection. Once the urgent events are 
observed, the sensor network should be able to report them to the closest base stations 
and the control centers. These events may not require any aggregation and must be 
forwarded by each intermediate node. 

2) Routing observation events that include temperature measurement, heart beating 
counting, blood-pressure recording and other routine tracking parameter of the cow. 
Since each node on each cow can generate an amount of such information, sending all 
data to the base stations and processing the low-level observation externally would be 
very expensive in terms of energy and bandwidth consumption. It is improved in our 
system through using in-network processing to produce high-level events. This may 
involve a combination of local techniques (e.g. exchanging data with neighbor nodes) 
and global techniques (e.g. comparing temperature readings against the average reading 
in the network). 

In addition to the various types of events in the system, there are also queries initialized by users 
to retrieve data in the networks. The queries generated can also be divided into two categories: 

1) Group data query which looks like “What’s the average temperature of cows in barn 1” 
or “What’s the average temperature of cows in the field.” If the event information is 
stored locally, then queries must be flooded to all nodes. But if event information is 
stored using data-centric storage, the query can be sent to the sensor node associated 
with that event. 
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2) Disseminated data query which may be generated when one specific cow needs to be 
monitored. Disseminated data query is rare except when emergency happens, but it is 
required to be flooded into the whole sensor network.  

Following the introduced characteristics above, we design our system architecture in the next 
section. 

3.2. System Architecture Design 
The monitoring system that is shown in Figure 2 has a tiered architecture. Each sensor can only 
communicate with its neighbors and it can extend the access path to a base station using directed 
diffusion routing protocol. 
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Figure 2. System architecture of mad cow disease monitoring and tracking system 
 
Base stations can be devices that have higher processing capability and more energy source, 
such as PDAs. They are installed in the barn, stones or trees in the grass field, in the 
transportation trucks and slaughtering houses. All base stations, grouped into a local monitoring 
network, can forward information to a central base station which connects with the Internet and 
can save the data information or forward them to the control center. When the base station 
receives the integrated data information from the sensor network, it either forwards the 
information to the central base station (marked as a gateway in Figure 2) or stores the 
information to wait for more information to forward. While for urgent data, it forwards 
immediately. 

A database server is connected to the Internet, which provides statistical data for the control 
server. Queries toward to the sensor networks are transmitted to the local monitoring network, 
each base station will accept it. But one or some of them may broadcast the query in their sensor 
networks using directed diffusion protocol. 
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3.3. Distributed System  
The distributed system is dedicated to the sensor network that includes the base station the 
sensors connected to. The system view is shown in Figure 3 that is a tiered architecture. The 
distributed system falls between sensor and network layer and application layer. It is able to 
provide API for up-layer applications. The lowest level consists of the sensor nodes that 
perform general purpose computing and networking, in addition to application-specific sensing. 

Application

Distributed Operating System

Sensor and Network Layer
 

 
Figure 3. System architecture overview 

 

Figure 4 illustrates the designed system which includes six components: a task scheduler, 
concurrency control, power management, communication and invocation mechanism, and 
resource discovery and database management.  

The task scheduler provides a priority queue with two levels of priorities. Urgent tasks such as 
virus detection, abnormal temperature and heart rate are assigned a higher priority. The higher 
priority can preempt the lower priority tasks. This task scheduler provides real-time 
communications. 

The concurrency control is the same as TinyOS [31] that task-level concurrency is provided. 
This concurrency provides fast switching which helps to save energy. 

The power management adopted idle listening with periodic listening. The lower level sensors 
can be set to power save mode to only response to incoming events. And some sensors can be 
set to power off for a short of period. 

Resource discovery is used by sensors to discover service from the base station if the sensors are 
one hop away from the base station and the neighbor nodes if the node is away from the base 
station.  

Our system adapts data-centric storage mechanism provided by database management 
component. It supports data aggregation in the network. This mechanism decreases the data 
information propagation in the network, leveraging the computation and communication 
tradeoff. 

Invocation &
Communcation

Resource
Discovery

Database
Mangement

Task Scheduler Power
ManagementConcurrency

 
Figure 4. Distributed system for mad cow disease monitoring and tracking system 
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4. TECHNIQUES AND MECHANISMS 
4.1. Task scheduler 
Usually, each sensor node is equipped with more than one sensor to support more applications. 
For instance, in our mad cow disease monitoring and tracking system, each node can have virus 
detection sensor, temperature reading sensor, heart beating counting sensor and blood pressure 
testing senor. Every node should be able to send/receive bit information that an antenna is 
required. To schedule the tasks triggered by the events or generated in the application layer, the 
system has to provide an appropriate task scheduling mechanisms. 

Due to the special characteristics of the mad-cow disease system, our multi-hop wireless sensor 
network system adapts real-time communication architectures, event-driven OS with priority-
based multitasking, inter-task communication and synchronization. In the real time tracking 
system, there are two kinds of events in different locations, normal and abnormal. Abnormal 
events are exceptional symptoms of the cows, such as abnormal body temperature, blood 
pressure and the heart beating, which are to be processed immediately. Under this emergency 
conditions, both deadline-aware and distance-aware in the task scheduling mechanisms should 
be concerned. By deadline-aware, we mean that a shorter deadline has a higher priority. Each 
deadline is decided by the event urgency. By distance-aware, we mean that a longer distance has 
a higher priority. From the fairness point of view, our communication scheduling policies to 
deal with the urgent events, have to balance the weight of both time and space.  

In order to find a method to implement of this cognizant time and space balance in the real time 
architecture of mad-cow disease scheduling system, we conduct wide range of survey. A novel 
policy called Velocity Monotonic Scheduling (VMS) proposed by [32], in which packet priority 
is decided based on both distance and deadlines is suitable for packet scheduling in our sensor 
networks. Based on a notion of packet requested velocity, the scheduling mechanism assigns the 
priority to a packet. A packet with a higher requested velocity is assigned a higher priority. 
Since this scheduling mechanism assigns the “right” priorities to packets based on their different 
deadlines urgencies on the current hop, it improves the number of packets that meet their 
deadline. In addition, this mechanism also solves the fairness problem that packets far away 
from the base station will tend to have higher priorities when it competes against other packets 
that are closer to the destination. Each packet is expected to make its end-to-end deadline if it 
can move toward the destination at its requested velocity, which reflects its local urgency. This 
mechanism can outperform deadline-based packet scheduling because velocity more accurately 
reflects the local urgency at each hop when packets with the same deadline have different 
distances to their destinations. In this way, both the weights of time and space in the urgent 
events have been balanced.  

Each packet is assigned a priority based on its requested velocity and queued at the network 
layer when there are multiple outstanding packets. Several options are available for 
implementing priority queues. 

The approach we apply to the system queue priority is to maintain multiple FIFO queues, each 
of which is corresponding to a fixed priority level. Each priority corresponds to a range of 
requested velocities. A packet is first mapped to a priority, and then inserted into the FIFO 
queue that corresponds to its priority. This approach is more efficient because no ordering needs 
to be performed for every incoming packet. The per-packet overhead is logarithmic only in the 
number of priority levels, not the number packets. There are other kinds of packet scheduling 
schemes, which have their own advantages but don’t fit our system very well. 

In TinyOS, the scheduler is power aware: the prototype puts the processor to sleep when the 
thread queue is empty, but leaves the peripherals operating, so that any of them can wake up the 
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system. This behavior provides efficient battery usage. Once the queue is empty, another thread 
can be scheduled only as a result of an event, thus there is no need for the scheduler to wake up 
until a hardware event triggers activity. More aggressive power management is left to the 
application. But this FIFO without priority does not support real time communication. It is 
small, which needs very small size of RAM.  

In [33], Job Mulder et al. considered that the system which provides flexible application 
software support should offer at least real time scheduling mechanisms, memory management, 
and resource management. PEEROS proposes a new scheduling algorithm – EDFI [34] to 
provide more functionality within limited resources. Each task has a deadline or defined priority 
and the lowest priority task can use infinite loops. Infinite loops may cause higher energy 
consumption. PEEROS is a combination of TinyOS and other multitask system. It is written in 
C language that causes the system 10 times bigger than TinyOS, which causes PEEROS 
requires big memory support. 

4.2. Communications and Invocation 
In this section, by analyzing the characteristics of different communication models, we select 
one proper communication model from many existing models and exploit it into our system. 

Client/Server Model [35] 

Traditional Distributed Sensor Networks, using the client/server model, clients send data to the 
servers where data processing tasks are carried out. This method shows its advantages in the 
way of resources rational utilization by keeping the local sensors as simple as possible and let 
the processing elements to do the complicated jobs. Though, this model has its own advantages, 
it also introduces some factors which don’t match the requirements of our system. The problems 
for Client/Server Model are not scalable, not appropriate for real time communication, can’t 
respond to instance load change, lots of energy consumed for transmission.  

Agent [36] 

To improve the performance of traditional distribute of sensor network, a new method called 
computer agent appeared: data stay at the local site, while the integration process is moved to 
the data sites. By transmitting the computation engine instead of data, this paradigm offers some 
benefits: 

Network bandwidth requirement is reduced. Instead of passing large amounts of raw data over 
the network through several round trips, only the agent with small size is sent. Generally 
speaking, agent is a special kind of software that can be executed autonomously. Once 
dispatched, it can migrate from one node to another node, performing data processing 
autonomously, while software can typically only be executed when being called upon. 

This is especially important for the real-time applications where the communication is through 
low-bandwidth wireless connections: 

1. Better network scalability. The performance of the network is not affected when the number 
of sensor is increased. Agent architectures that support adaptive network load balancing could 
do much of a redesign automatically. 

2. Extensibility. Mobile agents can be programmed to carry task adaptive fusion processes that 
extend the capability of the system. 
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3. Stability. Mobile agents can be sent when the network connection is alive and return results 
when the connection is re-established. 

Therefore, the performance is not much affected by the reliability of the network. 

Though this new approach makes a bigger progress in the traditional distributed 
communication, it also increases the overhead to the system. Each sensor should have the ability 
to process the data it obtains and the transition of the agents (software) also consumes the 
bandwidth and energy of each node. In this way, it doesn’t fit our system very well, because 
each sensor in our system should be as simple and energy efficient as possible. We find a more 
improved model than agent, Active Message in [37].  

Active Message [37], [38] 

Active Message proposed by [37], [38] is an asynchronous communication mechanism intended 
to expose the full hardware flexibility and performance of modern interconnection networks. It 
has the ability to overlap communication and computation and reduction communication 
overhead at the same time. It minimizes the software overhead in message passing nodes and 
utilizes the full capability of the hardware. The basic idea is each message contains at its head 
the address of a user level handler that is executed on message arrival with the message body as 
argument. The role of the handler is to get the message out of the network and into the 
computation ongoing on the processing node. The handler must execute and complete quickly. 
This corresponds closely to the hardware capabilities in most message passing multiprocessors 
where a privileged interrupt handler is executed on message arrival, and represents a useful 
restriction on message driven processors. Under Active Messages the network is viewed as a 
pipeline operating at a rate determined by the communication overhead and with latency related 
to the message length and the network depth. The sender launches the message into the network 
and continues computing; the receiver is notified or interrupted on message arrival and runs the 
handler. To keep the pipeline full, multiple communication operations can be initiated from a 
node, and computation proceeds while the messages travel through the network. To keep the 
communication overhead to a minimum, Active Messages are not buffered except as required 
for network transport. Much like a traditional pipeline, the sender blocks until the message can 
be injected into the network and the handler executes immediately on arrival. Tolerating 
communication latency has been raised as a fundamental architectural issue; this is not quite 
correct. The real architectural issue is to provide the ability to overlap communication and 
computation, which, in turn, requires low overhead asynchronous communication. 

Active message is the best way to design dynamic network systems. The efficiency of this 
model includes the elimination of buffering beyond network transport requirements, the simple 
scheduling of nonsuspensive message handlers, and the arbitrary overlap of computation and 
communication. By drawing the distinction between message handlers and the primary 
computation, large grains of computation can be enabled by the arrival of multiple messages. 

Our system employs the active message mechanism. The sensor clipped on the cow’s ear is to 
detect virus and check the temperature and heartbeat of the cow. Once the application layer has 
the requirement for communication, the sensor sends its data to the system that groups the data 
into active message packets to be sent out. After its neighbors receive the active message, it 
behaves according to the header information in the active message, aggregating data, forwarding 
data, or dropping the message. Since active message is very small amount of control 
information, it doesn’t produce lots of network traffic. In this way, data information can be 
processed locally and sending data back to base station only in emergency, so that there isn’t 
much transition.  The implementation of active message is efficient way to deal with the 
problems of energy efficiency and appropriates resource utilization. 
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4.3. Resource Discovery 
Resource discovery is very important in design a distributed system. Jini’s service discovery 
[39] is implemented base on TCP and UPD; it relies on mobile Java codes. It is not clear how 
these may be implemented using data-centric, ad-hoc sensor networks with services based on 
more generic mobile codes. Service Location Protocol (SLP) [40] is an IETF protocol for 
service discovery that is designed solely for IP-based networks. Bluetooth [41] devices have a 
range of 10 meter and can directly communicate with at most seven other Bluetooth devices in a 
piconet. Bluetooth Service Discovery Protocol (SDP) [42] allows devices to browse and retrieve 
services by matching service classes or device attributes. Only services within the range of the 
device are returned. 

Both Jini’s service discovery and SLP are not suitable for our sensor networks system because 
they are base on TCP/UDP or IP networks. Due to distance limitation of Bluetooth, its SDP can 
only retrieve service with range of 10 meters. The lookup service provided by [42] may 
retrieves services that could be multiple hops from the requesting node. 

A system architecture proposed by Lim in [42], which is specialized in sensor network systems 
enlightens us on our system design. The whole sensor network infrastructure is divided into 
three layers: 

1. Application systems. For example, sensor information processing layer and 
collaborative signal processing 

2. Configurable distributed systems that provide distributed services to the application 
systems 

3. Sensor networking and physical device layer that routes messages through the ad-hoc 
sensor network. 

The system adopts data-centric directed diffusion protocol to implement all the distributed 
services and for retrieve of data through dynamically changing ad-hoc sensor networks.  
Distributed services and applications use the publish/subscribe API provides by directed 
diffusion. To enable the ability to reconfigure sensor networking, configuration, and adaptation 
functionalities, the sensors may make use of three main classes of distributed services: Lookup 
service, composition service, and adaptation service. The lookup service enables new system 
and network services to be registered and made available to other sensor nodes. The 
composition service allows sensor nodes to be formed as clusters and provides the management 
of the cluster. The adaptation service allows sensor nodes and clusters to reconfigure 
dynamically to support node mobility, failure ad spontaneous deployment. These servers enable 
sensor nodes to form community in ad hoc networks, support self-configuration and adapt to 
real-time information changes and events. These servers may be replicated for higher 
availability, efficiency and robustness. 

In mad cow disease monitoring and tracking system, base stations are installed in the cow barn, 
farming field and transporting truck. They have more powerful processing capacity and more 
energy sources comparing with the sensor nodes clipped on the cow ears. The base station may 
provide all the three services. A cluster of sensors can group to a network connected with one 
base station. In directed diffusion, initially, the query will flood in the network. Once the base 
station receives data from its networks, it’ll reinforce the shortest path. The base station 
manages the mobility of the sensors. 



������������	
������	

�
�������
������
��	���
�����
����	
���� 

 12 

4.4 Pervasive database management 
The real time tracking information of each cow can be very big. So an appropriate data 
management method is necessary for the system. If event information is stored locally then 
queries must be flooded to all nodes (unless the user has prior knowledge about the location of 
the event). If event information is stored using data-centric storage [43], the query can be sent to 
the sensor network nodes associated with that event name. 

TinyDB [44] is a query processing system for extracting information from a network of TinyOS 
sensors. TinyDB provides a metadata catalog to describe the kinds of sensor readings that are 
available in the sensor network. It uses a declarative query language to describe the data. This 
makes it easier to write applications, relative independent from the sensor network changes. 
TinyDB manages the underlying radio network by tracking neighbors, maintaining routing 
tables, and ensuring that every node in the network can efficiently and (relatively) reliably 
deliver its data to the user. TinyDB allows multiple queries to be run on the same set of motes at 
the same time. Queries can have different sample rates and access different sensor types, and 
TinyDB efficiently shares work between queries when possible. To adapt a new sensor node to 
the network, downloading the standard TinyDB code to new motes, and TinyDB does the rest. 
TinyDB motes share queries with each other: when a mote hears a network message for a query 
that it is not yet running, it automatically asks the sender of that data for a copy of the query, 
and begins running it. No programming or configuration of the new motes is required beyond 
installing TinyDB. 

TinyDB is much easier to program and very easy to adapt new motes into the network. But 
TinyDB maintains a routing table, and monitors its neighbor to deliver data, which may cost a 
lot of energy, but provides robustness. Since in our system, the underlying OS isn’t as same as 
TinyOS, it is impossible to apply the whole TinyDB to our system. The basic theoretic frame 
work of our system can imitate TinyDB, but the necessary coding modification is needed in real 
implementation.    

In [45] divided the queries in an ALERT system into three categories:  

1. Historical queries, which typically aggregate queries over historical data obtained from 
the device network.  

2. Snapshot queries that concern the device network at a given point in time.  

3. Long-running queries, which concern the device network over a time interval.  

We may have all these queries in our mad cow disease monitoring and tracking system. For 
instance, we may want to see the temperature curve for a cow in its lifetime. Once a mad cow 
disease is detected, we may want to retrieve the current cow body parameters in that area. Also, 
we can query every node for body parameters in a certain time interval. 

Other data management requirements are less universal across the three categories but yet must 
be addressed in order to support a comprehensive ubiquitous computing environment. For 
example, the issue of mobility raises a number of issues. First, the fact that the terminals (i.e. 
devices) are constantly moving, and often have limited storage capacity means that a ubiquitous 
computing system must be able to deliver data to and receive data from different and changing 
locations. This results in the need for various kinds of proxy solutions, where users are handed 
off from one proxy to another as they move. Protocols must be constructed in such a way as to 
be able to tolerate such handoffs without breaking. Mobility also raises the need for intelligent 
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data staging and pre-staging, so that data can be placed close to where the users will be when 
they need it (particularly in slow or unreliable communications situations). 

In [46] the authors describe two data management projects, one is called DataRecharging 
project, which aims to provide data synchronization and dissemination of highly relevant data 
for mobile users based on the processing of sophisticated user profiles; the other is called 
Telegraph project, which is developing a dynamic dataflow processing engine to efficiently and 
adaptively process streams of data from a host of sources ranging from web sources to networks 
of sensors. 

4.5. Power Management 
The fundamental constraint on a networked sensor is its energy consumption, since it may be 
either impossible or not feasible to replace its energy source. So to increase its usable lifetime 
with restricted energy consumption is very important. In addition to power control designs on 
Micro sensors in hardware, cross-layer power management [47] is also a feasible way. 

TinyOS manages power management through the interaction of three elements (see Figure 5). 
First, each service can be stopped through a call to its StdControl.stop command; components in 
charge of hardware peripherals can then switch them to a low-power state. Second, the 
HPLPowerManagement component puts the processor into the lowest-power mode compatible 
with the current hardware state, which it discovers by examining the processor’s I/O pins and 
control registers. Third, the TinyOS timer service can function with the processor mostly in the 
extremely low power power-save mode. 

TinyDB uses these features to support sensor network deployments that last for months. In this 
context, idle listening dominates energy consumption. Low-power listening reduces the cost of 
idle listening by increasing the cost of transmission. However, instead of low power listening, 
TinyDB uses communication scheduling. Using coarse-grained (millisecond) time 
synchronization, TinyDB motes coordinate to all turn on at the same time, sample data, forward 
it to the query root, and return to sleep. 

 

 
Figure 5: The TinyDB power management API. The application calls StdControl.stop to halt the low-
level hardware. HPLPowerManagement.nc sees changes to the hardware status registers, which causes it 
to put the CPU into a low-power sleep state [38] 
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To further reduce the average power consumption of the network, low power listening can be 
combined with the periodic listening. Running both schemes simultaneously results in listening 
at reduced power for only a fraction of the time. But periodic listening may cause query failure 
when a query arrives within interval of two listening period. 

These techniques attempt to minimize the energy usage at all levels of system operation. Thus, 
in addition to minimizing energy usage, the system lifetime can be increased by modifying the 
task allotment according to the available energy at network nodes. Some examples of such 
techniques can be found in [48, 49, 50, 51] for routing and data gathering. The first requirement 
for these techniques is to get the information about energy availability at the nodes. The 
remaining energy in a battery can be estimated from its discharge function and measured 
voltage supplied [51]. 

Also, in [52], the author proposed environmental energy harvesting framework (EEHF) toward 
energy harvesting to adaptively learn the energy properties of the environment and the renewal 
opportunity at each node through local measurements, make the information available in a 
succinct form for use in energy aware task assignment such as load balancing, leader elections 
for clustering. This is a way to allocate task with the spatial-temporal characteristics of energy 
availability. 

It is very complex to implement energy harvesting in the network because the harvesting 
process itself cost energy, too. Idling listening adopted in TinyOS is a good mechanism to save 
energy and manage the power efficiently. 

To further reduce the average power consumption of the network, low power listening can be 
combined with the periodic listening. Running both schemes simultaneously results in listening 
at reduced power for only a fraction of the time. But periodic listening may cause query failure 
when a query arrives within interval of two listening period. Virus detecting sensor should 
always awake to report abnormal detection, while other sensors can set into sleep mode if no 
readings are needed. 

 

5. CONCLUSION 
In this paper, we conducted a wide survey of the key mechanisms and techniques used in 
distributed sensor networks. We compared several task scheduling from FIFO to multi-task 
scheduling mechanism. Three techniques used in communication and invocation are compared. 
I pointed out that Active Message is more suitable for sensor network comparing client/server 
model and software agent. Lookup service is much better than the Jini, SLP from IETF, and 
Bluetooth SDP. In pervasive database management, TinyDB provides a query processing 
system for extracting information from a network of TinyOS. Because it relies on TinyOS 
supporting, it is not suitable for my system. Idle listening power manage is better than other 
mechanism. It is easy to implemented and efficient. Also, we analyzed the characteristics of 
mad cow disease monitoring and tracking system, and, finally, provided the system architecture 
and an instance of the distributed system. 
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