
International Journal of  Network Security & Its Applications (IJNSA), Vol.2, No.4, October 2010 
 

DOI : 10.5121/ijnsa.2010.2401                                                                                                                      1 

 

A MULTI-CRITERIA EVALUATION OF 

INFORMATION SECURITY CONTROLS USING 

BOOLEAN FEATURES 

Angel R. Otero1, Carlos E. Otero2 and Abrar Qureshi2 

1Graduate School of Computer and Information Sciences, Nova Southeastern 
University, Fort Lauderdale, FL,  USA 

ao269@nova.edu 
2Department of Mathematics & Computer Science, University of Virginia’s College at 

Wise, Wise, VA, USA 
cotero@mcs.uvawise.edu; aqureshi@uvawise.edu 

ABSTRACT 

For organizations, the protection of information is of utmost importance. Throughout the years, 

organizations have experienced numerous system losses which have had a direct impact on their most 

valuable asset, information. Organizations must therefore find ways to make sure that the appropriate 

and most effective information security controls are implemented in order to protect their critical or most 

sensitive classified information. Existing information security control selection methods have been 

employed in the past, including risk analysis and management, baseline manuals, or random approaches. 

However, these methods do not take into consideration organization specific constraints such as costs of 

implementation, scheduling, and availability of resources when determining the best set of controls. In 

addition, these existing methods may not ensure the inclusion of required/necessary controls or the 

exclusion of unnecessary controls. This paper proposes a novel approach for evaluating information 

security controls to help decision-makers select the most effective ones in resource-constrained 

environments.   The proposed approach uses Desirability Functions to quantify the desirability of each 

information security control taking into account benefits and penalties (restrictions) associated with 

implementing the control. This provides Management with a measurement that is representative of the 

overall quality of each information security control based on organizational goals. Through a case study, 

the approach is proven successful in providing a way for measuring the quality of information security 

controls (based on multiple application-specific criteria) for specific organizations. 
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1. INTRODUCTION 

For organizations, the protection of information is of utmost importance. Throughout the years, 
organizations have experienced numerous system losses which have had a direct impact on their 
most valuable asset, information. According to [1], losses related to information security will 
continue to happen and their effect will be devastated to organizations. In 2006, the CSI/FBI 
Computer Crime and Security Survey stated that total losses in the United States attributable to 
computer security breaches reached $52,494,290. Further, eight former employees of Bank of 
America, Wachovia, and other major banks were arrested for illegally stealing and selling 
account information of approximately 500,000 customers [2]. These alarming figures point to 
an inadequacy in today's information security practices and serves as motivation for finding new 
ways to help organizations improve their capabilities for securing valuable information. 
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In today's organizational culture, most information security challenges are addressed through 
the use of security tools and technologies, such as, encryption, firewalls, access management, 
etc. [3], [4]. Although tools and technologies are an integral part of organizations’ information 
security plans [5], [6], it is argued that they alone are not sufficient to address information 
security problems [7]. To improve overall information security, organizations must evaluate 
(and thus implement) appropriate information security controls (ISC) that satisfy their specific 
security requirements [8], [9], [10]. However, due to a variety of organizational-specific 
constraints (e.g., cost, schedule, resources availability), organizations do not have the luxury of 
selecting and implementing all required ISC. Therefore, the selection, adoption, and 
implementation of ISC within organizations' business constraints become a non-trivial task.   

This paper proposes a novel approach for evaluating and identifying the most appropriate ISC 
based on organization specific criteria. The proposed approach uses Desirability Functions to 
quantify the desirability of each ISC taking into account benefits and penalties (restrictions) 
associated with implementing the ISC. This provides Management with a measurement that is 
representative of the overall quality of each ISC based on organizational goals. The derived 
quality measurement can be used as the main metric for selecting ISC. The remainder of the 
paper is organized as follows. Section 2 provides a summary of previous work on ISC selection. 
Section 3 briefly describes the proposed solution approach.  Section 4 provides detailed 
explanations of the Desirability Functions technique. Section 5 presents the results of a case 
study. Lastly, Section 6 provides summarized conclusions and highlights of the proposed 
approach. 

2. BACKGROUND WORK 

Various reasons have been put forth for explaining the lack of effectiveness in the evaluation, 
selection, and implementation process of ISC. Based on [11], the implementation of ISC in 
organizations may constitute a barrier to progress. For instance, participants from the ICIS 1993 
conference panel indicated that the implementation of ISC may slow down production thereby 
turning the employees’ work ineffective [12]. Employees may view ISC as interrupting their 
day-to-day tasks [13] and may, therefore, tend to ignore implementing them in order to be 
effective and efficient with their daily job tasks.  

According to [14], organizations are required to identify and implement appropriate controls to 
ensure adequate information security. In [15], the authors place emphasis on the fact that 
“different organizations have different security needs, and thus different security requirements 
and objectives.”  In addition, [16] stress that there is no single information security solution that 
can fit all organizations. As a result, ISC must be carefully selected to fit the specific needs of 
the organization. Identification and implementation of the most effective ISC is a major step 
towards providing an adequate level of security in organizations [8]. 

2.1. Previous Approaches in the Selection of ISC in Organizations  

Based on [8], the process of identifying (and selecting) the most effective ISC in organizations 
has been a challenge in the past, and plenty of attempts have been made to come up with the 
most effective way possible. Risk analysis and management (RAM) is just one example. RAM 
has been recognized in the literature as an effective approach to identify ISC [8]. RAM consists 
of performing business analyses as well as risk assessments, resulting in the identification of 
information security requirements [8]. RAM would then list the information security 
requirements as well as the proposed ISC to be implemented to mitigate the risks resulting from 
the analyses and assessments performed.   

RAM, however, has been described as a subjective, bottom-up approach [17], not taking into 
account organizations’ specific constraints. For example, through performing RAM, 
organizations may identify 50 information security risks. Nonetheless, Management may not be 
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able to select and implement all necessary ISC to address the previously identified 50 risks due 
to costs and scheduling constraints. Moreover, there may not be enough resources within the 
organization to implement these ISC. In this case, Management should lists all those risks 
identified and determine how critical each individual risk is to the organization, while 
considering cost versus benefit analyses. Management must, therefore, explore new ways to 
determine/measure the relevancy of these ISC considering the constraints just presented.  

Baseline manuals or best practice frameworks is another approach widely used by organizations 
to introduce minimum security controls in organizations [8]. Per [14], best practice frameworks 
assist organizations in identifying appropriate ISC. Some best practices include: Control 
Objectives for Information and related Technology (COBIT), Information Technology 
Infrastructure Library (ITIL), and Operationally Critical Threat, Asset and Vulnerability 
Evaluation (OCTAVE). Additionally, [9] have mentioned other best practice frameworks which 
have assisted in the identification and selection of ISC. These are: International Organization for 
Standardization (ISO) / International Electrotechnical Commission (IEC) 177995 and ISO/IEC 
27001, PROTECT, Capability Maturity Model (CMM), and Information Security Architecture 
(ISA).  

The process of selecting the most effective ISC from these best practice frameworks can be 
challenging [17]. According to [17], best practice frameworks leave the choosing of controls to 
the user, while offering little guidance in terms of determining the best controls to provide 
adequate security for the particular business situation. Additionally, frameworks do not take into 
consideration organization specific constraints, such as, costs of implementation, scheduling, 
and resource constraints. Other less formal methods used in the past, such as, ad hoc or random 
approaches, could lead to the inclusion of unnecessary controls and/or exclusion of 
required/necessary controls [8]. Identifying and selecting ISC based on the above may result in 
organizations not being able to protect the overall confidentiality, integrity, and availability of 
their information [14]. In order to increase the effectiveness of the selection and prioritization 
process for ISC, new methods need to be developed that save time while considering major 
factors (e.g., constraints, restrictions, etc.) that undoubtedly affect the selection of ISC. 

From the reviewed literature, it is evident that the selection of ISC is mostly driven by cost, 
scheduling, and resource availability. In other words, ISC at organizations will be selected by 
Management when the benefits of implementing them surpass the costs of establishing the 
control. Equally important, scheduling issues may affect whether ISC should be selected. 
Implementation of ISC may require specific scheduled times, not necessarily planned by the 
organization. Finally, availability of personnel often determines whether ISC can be selected or 
not. Effective information system security implementation requires the identification and 
adoption of the most appropriate and effective set of ISC [17] taking into account the issues 
presented above. 

3. SOLUTION APPROACH 

To properly evaluate the quality, importance, and priority of ISC in organizations, Management 
must follow a methodology that takes into consideration the quality attributes of the ISC that are 
considered relevant. The methodology must provide capabilities to determine the relative 
importance of each identified quality attribute. This would allow the methodology to provide an 
ISC selection/prioritization scheme that represent how well these ISC meet quality attributes 
and how important those quality attributes are for the specific organization.  To achieve this, the 
methodology created in [18] is modified and customized to solve the problem of prioritizing 
ISC in organizations. First, a set of quality attributes are identified as evaluation criteria for all 
possible ISC. These attributes are defined in terms of different features, where each feature is 
determined to be either present or not. Once all features are identified, each individual ISC is 
evaluated against each feature using a simple binary (boolean) scale (i.e., 0 or 1). ISC that 
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satisfy the highest number of features would expose a higher level of quality (or priority) for 
that particular quality attribute. Once all ISC are evaluated and measurements computed for all 
features, the proposed approach uses Desirability Functions to fuse all measurements into one 
unified value that is representative of the overall quality of the ISC. This unified value is 
computed by using a set of Desirability Functions that take into consideration the priority of 
each quality attribute. Therefore, the resulting priority of each ISC is derived based on 
Management’s goals and organization’s specific needs. This results in an ISC 
evaluation/prioritization approach based on how well ISC meet quality attributes and how 
important those quality attributes are for the organization. 

4. DESIRABILITY FUNCTIONS 

Desirability Functions are a popular approach for simultaneous optimization of multiple 
responses [19], [20]. They have been used extensively in the literature for process optimization 
in industrial settings, where finding a set of operating conditions that optimize all responses for 
a particular system is desired [18], [21]. Through Desirability Functions, each system response 
yi is converted into an individual function di that varies over the range 0 ≤  di ≤ 1, where di = 1 
when a goal is met, and di = 0 otherwise [20]. Once each response is transformed, the levels of 
each factor are typically chosen to maximize the overall desirability which is represented as the 
geometric mean of all m transformed responses [19]. Alternatively, when factors are 
uncontrollable, the overall desirability value can be used to characterize the system based on the 
multiple selected criteria. 

Similar to the characterization of industrial processes, the evaluation of the quality and 
prioritization of each ISC in organizations can be approached by finding the set of criteria that 
provide the optimal benefit versus cost value for a particular organization. When formulated this 
way, Desirability Functions can be used to provide a unified measurement that characterizes the 
quality of ISC based on a set of predefined evaluation criteria. Once the desirability of all ISC is 
computed, Management can use this information to determine the relative priority of ISC and 
select the best ones simply by choosing the most desirable ones for a particular organization. 

4.1. Computing Desirability  

The first step in the Desirability Functions approach involves identifying all possible ISC that 
could be implemented in an organization. These ISC can be obtained from the best practice 
frameworks listed in Section 2. For instance, the ISO/IEC 177995 standard has over 127 ISC 
available according to the organizations’ specific needs [14]. Once selected, the results of these 
ISC are captured in the ISC vector, as presented in (1). 

 

(1) 

 

Once the ISC vector is identified, each ISC can be evaluated against a set of quality attributes 
QA1, QA2,..,  QAn. The evaluation process takes place as follow. First, each quality attribute is 
defined in terms of m features, where m > 1. The evaluation scale for each feature is binary; that 
is, the feature is evaluated as being present/true (i.e., 1) or missing/false (i.e., 0).  For example, 
ISC can be prioritized based on their Scope. In other words, ISC that provide security of 
information in many systems have a higher priority than ISC that address security of 
information in a minimal number of systems. In this case, the quality attribute Scope can be 
defined with the following features: System 1, System 2, ..., System n.  Therefore, the highest 
priority ISC (based on the Scope quality attribute) would be one where System 1 = 1, System 2 
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one where System 1 = 0, System 2 = 0, and System n = 0.  For quality attributes where the 
presence of features affects the security of information negatively (e.g., restrictions, penalties), 
the reverse is true.  In these cases, ISC with all features present (i.e., 1) result in lower priority 
and ISC with all features missing (i.e., 0) result in higher priority. With this framework in place, 
a measurement of the importance of the jth ISC based on the ith quality attribute (e.g., Scope) can 
be computed using (2), 

m

f

y

m

x

x

ij

∑
== 0

                                                                   (2) 

where m is the number of features identified for the i
th quality attribute. This computation 

normalizes the evaluation criteria to a scale of 0 – 100, where 0 represents the lowest score and 
100 the highest (or backwards for restrictions or penalties). The overall assessment of the ISC 
set based on all quality attributes is captured using the quality assessment matrix Q presented in 
(3). As seen, each yij value of the matrix represents the score of the j

th ISC based on each 
individual ith quality attribute. It is important to point out that the quality assessment matrix can 
be extended to evaluate ISC based on any quality attributes containing numerous features. 

 

 

(3) 

 

Finally, to assess the importance of each quality attribute, a weight vector W is created where ri 
represents the importance of the QAi quality attribute using the scale 0 – 10, where 0 represents 
lowest importance and 10 represents highest importance. The weight vector W is presented in 
(4).  

 

(4) 

 

Once the information from X, Q, and W is collected, desirability values for each ISC can be 
computed using the desirability matrix d presented in (5). As seen, each dij value of the matrix 
represents the desirability of the jth ISC based on each individual ith quality attribute. 

 

(5) 
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where L and U are the lower and upper limits, T is the target objective (e.g., 100 for 
maximization, 0 for minimization), and ri is the desirability weight for the ith quality attribute. It 
is important to note that (6) and (7) are the normal equations for the Desirability Function 
approach. However, through experimentation, it was found that the approach for ISC selection 
and prioritization performed better when dij > 0. Therefore, as heuristic, when dij is less than 
.0001, the dij value is set to .0001. A desirability weight of r = 1 results in a linear Desirability 
Function; however, when r > 1, curvature is exposed by the Desirability Function to emphasize 
on being close to the target objective (T). When 0 < r < 1, being close to the target objective is 
less important. Once individual desirability values for each quality attribute are computed, the 
overall ISC desirability value can be computed using (8). As seen, each overall desirability 
value is computed as the geometric mean of all m individual desirability values for ISC 1, 2, …, 

n.  

 

 

(8) 

 

 

After the overall desirability value is computed for all ISC, Management can use this value as a 
priority measurement derived from the predefined quality attributes and their relative 
importance for the particular organization. 

5. CASE STUDY 
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features missing will result in a higher priority. A high priority scenario will be one 
where the implementation cost of the specific ISC is considered adequate and/or 
manageable (e.g., within budget), resources are available to implement the particular 
ISC, and there are no restrictions in terms of scheduling the ISC (i.e., the ISC can be 
scheduled anytime during the year). Restrictions is defined as: Costs (C), Availability of 
Resources (AoR), and Scheduling (T). 

• Scope – This quality attribute assesses the impact of the ISC on the organization. ISC 
that provide security of information in many systems have a higher priority than ISC 
that address security of information in a minimal number of systems. Scope is defined 
as: System 1 (S1), System 2 (S2), …, System n (Sn). 

• Organization’s Objectives – the number of information security objectives the ISC 
satisfies. The higher the number of objectives the ISC satisfies, the higher the 
desirability of the ISC. Organization’s objectives is defined with the following features: 
Objective 1 (O1), Objective 2 (O2), …, Objective n (On). 

• Physical Access – ISC will prevent and/or record unauthorized access to the 
organization’s building facilities, including computer rooms where information 
processing takes place, the finance/accounting department, human resources 
department, etc. The higher the number of physical locations addressed by the ISC, the 
higher the desirability of the ISC. Physical access is defined as: Location 1 (L1), 
Location 2 (L2), …, Location n (Ln). 

• Access Controls – implementation of an ISC for this quality attribute will promote 
appropriate levels of access controls to ensure protection of the organization’s 
systems/applications against unauthorized activities. Organizations may implement 
network access controls (N), operating systems access controls (O), and application 
controls (A) based on their specific needs. 

• Human Resources – implementation of an ISC supports reductions of risk of theft, 
fraud, or misuse of computer resources by promoting information security awareness 
(Aw), training (Tn), and education of employees (E) [22]. Depending on the particular 
situation, costs involved, and availability of personnel, organizations may select which 
of these to employ. 

• Communications and Operations Management – ISC will ensure the correct and secure 
operation of information processing facilities, which includes addressing for adequate 
segregation of duties (SoD), change management (CM), and network security (NS). 
Organizations may select ISC to address all of these or just some depending on their 
particular needs. 

• Systems Acquisition, Development, and Maintenance – ISC will support security related 
to the organization’s in-house and/or off-the-shelf systems or applications (e.g., 
ensuring personnel with authorized access can move changes into production 
environments, etc.). The higher the number of systems or applications addressed by the 
ISC, the higher the desirability of the ISC. Systems Acquisition, Development, and 
Maintenance is defined as: Systems or Applications 1 (SoA1), Systems or Applications 
2 (SoA2), …, and Systems or Applications n (SoAn). 

• Incident Management – ensures that security-related incidents (e.g., attempts to 
change/manipulate financial data, etc.) identified within the organization’s processing 
of information are communicated in a timely manner and that corrective action is taken 
for any exceptions identified. Incident management may apply to online processing 
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and/or batch processing. Incident Management is defined as Processing 1 (P1), 
Processing 2 (P2), …, and Processing n (Pn). 

Using synthetic data for the identified quality attributes, a binary input evaluation (Table 1), and 
Desirability Functions parameters (Table 2), results were generated from the Desirability 
Functions and presented in Table 3. As seen in Table 2, all lower and upper boundaries are set 
to 0 and 100, respectively. Also, all quality attributes have been identified as having equal 
priority. This is accomplished by setting the weight r = 1 for all quality attributes. Finally, 
different target values have been identified for each quality attribute. This means that the 
threshold for achieving 100% desirability is customized for each quality attribute. For example, 
quality attributes where T = 70 are considered 100% desirable if they exhibit 70% (or more) of 
the features that define them. 

Table 1.  Binary Input Evaluation. 

 

Table 2.  Desirability Functions Parameters. 

 

Table 3.  Desirability Functions Results. 
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As evidenced, each ISC has been evaluated using the identified features for each quality 
attribute. The binary input scale is used to determine the presence of features. Using the 
proposed approach, the most desirable ISC (based on the quality attributes) is ISC 4 and ISC 7, 
followed by ISC 2 and ISC 10, and so on. It is important to notice that the evaluation of ISC 
using this approach is fully dependent on the particular scenario at hand.  In this case study, the 
results are based on the parameters configured in Table 2. However, if changed to reflect more 
priority on different quality attributes, the results would vary from the ones presented in Table 
3. In addition, different applications of the approach can contain numerous features, which make 
it fully customizable for practical applications. These are perhaps the most meaningful 
contributions from this research; that is, the ability to fully customize and prioritize 
organization's goals when selecting ISC. This all can be done easily through simple spreadsheet 
calculations. Similar to this case study, many different organizational-specific parameters can be 
specified for the Desirability Functions to properly prioritize/evaluate ISC in industry scenarios. 

6. CONCLUSION 

The research presented in this paper develops an innovative approach for evaluating the quality 
of ISC in organizations based on a multiple quality evaluation criteria. Specifically, it presents a 
methodology that uses Desirability Functions to create a unified measurement that represents 
how well ISC meet quality attributes and how important the quality attributes are for the 
organization. Through a case study, the approach is proven successful in providing a way for 
measuring the quality of ISC for specific organizations. 

There are several important contributions from this research. First, the approach is simple and 
readily available for implementation using a simple spreadsheet. This can promote usage in 
practical scenarios, where highly complex methodologies for ISC selection are impractical. 
Second, the approach fuses multiple evaluation criteria and features to provide a holistic view of 
the overall ISC quality. Third, the approach is easily extended to include additional quality 
attributes not considered within this research. Finally, the approach provides a mechanism to 
evaluate the quality of ISC in various domains. By modifying the parameters of the Desirability 
Functions, quality of ISC can be evaluated by taking consideration of prioritized quality 
attributes that are necessary for different organizations. This can be beneficial for cases such as 
[23], where the approach can be used to assess and help define information systems security 
policies [23] and controls that are most effective.  Overall, the approach presented in this 
research proved to be a feasible technique for efficiently evaluating the quality of ISC in 
organizations. 
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