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Abstract 

Extensive amounts of data stored in medical databases require the development of dedicated tools for 

accessing the data, data analysis, knowledge discovery, and effective use of sloretl knowledge and data. 

Widespread use of medical information systems and explosive enlargement of medical databases require 

conventional manual data analysis to be coupled with methods for competent computer-assisted analysis. 

In this paper, I use Data Mining techniques for the data analysis, data accessing and knowledge 

discovery procedure to show experimentally and practically that how consistent, able and fast are these 

techniques for the study in the particular field? A solid mathematical threshold (0 to 1) is set to analyze 

the data.  The obtained outcome will be tested by applying the approach to the databases, data 

warehouses and any data storage of different sizes with different entry values. The results shaped will be 

of different level from short to the largest sets of tuple. By this, we may take the results formed for 

different use e.g. Patient investigation, frequency of different disease. 
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1 Introduction:   Data Mining. 

 
Data analysis is a process in which raw data is prepared and structured so that valuable 

information can be extracted from it. The process of organizing and thinking about data is way 

to accepting what the data does and does not contain. There are a variety of ways in which 

public can approach data analysis, and it is notoriously easy to direct data during the analysis 

phase to push certain conclusions or agendas [12].Analysis of data is a process of inspecting, 

cleaning, transforming, and modeling data with the objective of highlighting useful information, 
suggesting conclusions, and supporting decision making. Data analysis has multiple facets and 

approaches, encompassing diverse techniques under an array of names, in different business, 

science, and social science domains [9] 

Data Mining is the discovery of unknown information found in databases [15] [20]. Data mining 

functions include clustering, classification, prediction, and associations. One of the most 

important data mining applications is that of mining association rules. Association rules, first 

introduced in 1993 [18], are used to identify relationships among a set of items in databases. 

These relationships are not based on inherent properties of the data themselves, but rather based 
on co-occurrence of the data items. Emphasis in this paper is on the basket market analysis data. 

Various algorithms have been proposed to discover frequent itemsets in transaction databases. 

Data mining presents new perspectives for data analysis. The purpose of data mining is to 

extract and discover new knowledge from data. Over the past few decades, new methods have 

been developed about the capabilities of data collection and data generation. Data collection 

tools have provided us with a huge amount of data. Data mining processes have integrated 

techniques from multiple disciplines such as, statistics, machine learning, database technology, 

pattern recognition, neural networks, information retrieval and spatial data analysis. Data 

mining techniques have been used in many different fields such as, business management, 

science, engineering, banking, data management, administration, and many other applications. 
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Data mining is a repetitive process consisting of several steps. Starting with the understanding 

and definition of a problem and ending with the analysis of results and determine a strategy with 

using the result [13].   

2 Related work  

The AIS algorithm is the first published algorithm developed to produce all large itemsets in a 

transaction database [18]. This algorithm has targeted to discover qualitative rules. This 

technique is limited to only one item in the consequent. This algorithm makes multiple passes 

over the entire database. The SETM algorithm is proposed in [14] and motivated by the desire to 

use SQL to calculate large itemsets [19]. In this algorithm each member of the set large 

itemsets, Lk, is in the form <TID, itemset> where TID is the unique identifier of a transaction. 

Similarly, each member of the set of candidate itemsets, Ck, is in the form <TID, itemset>. 
Similar to [18], the SETM algorithm makes multiple passes over the database. 

The Apriori algorithm [17] is a great success in the history of mining association rules. It is by 

far the most well-known association rule algorithm. This technique uses the property that any 

subset of a large itemset must be a large itemset. The Off-line Candidate Determination (OCD) 

technique is proposed in [8], and is based on the idea that small samples are usually quite good 

for finding large itemsets. The OCD technique uses the results of the combinatorial analysis of 

the information obtained from previous passes to eliminate unnecessary candidate sets. 

Sampling [7] reduces the number of database scans to one in the best case and two in the worst. 
A sample which can fit in the main memory is first drawn from the database. The set of large 

itemsets in the sample is then found from this sample by using a level-wise algorithm such as 

Apriori. Each association rule mining algorithm assumes that the transactions are stored in some 

basic structure, usually a flat file or a TID list, whereas actual data stored in transaction 

databases is not in this form. All approaches are based on first finding the large itemsets. The 

Apriori algorithm appears to be the nucleus of all the association rule mining algorithms. In this 

work my focus is on association rule mining technique.  I take two algorithms, first the well 
known Apriori and then our own developed SI [11] algorithm. 

3  Problem of association rules 

A formal statement of the association rule problem is as follows: 

Definition 1: [18] [4] Let I = {i1, i2,…., im} be a set of m distinct attributes. Let D be a database, 

where each record (tuple) T has a unique identifier, and contains a set of items such that T ⊆  I. 

An association rule is an implication of the form of X ⇒Y, where X, Y ⊆ I are sets of items 

called itemsets, and X ∩ Y =φ  . Here, X is called antecedent while Y is called consequent; the 

rule means X ⇒Y. Two important measures for association rules, support (s) and confidence (

α ), can be defined as follows. The support (s) of an association rule is the ratio (in percent) of 

the records that contain X ∪ Y to the total number of records in the database.  For a given 

number of records, confidence (α ) is the ratio (in percent) of the number of records that contain 

X ∪ Y to the number of records that contain X. 

Association rules can be classified based on the type of vales, dimensions of data, and levels of 

abstractions involved in the rule. If a rule concerns associations between the presence or absence 

of items, it is called Boolean association rule. And the dataset consisting of attributes which can 

assume only binary (0-absent, 1-present) values is called Boolean database.  
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4 Logical analysis of data 

The logical analysis of data was originally developed for the analysis of datasets whose 

attributes take only binary (0-1) values [2, 3, 6].Since it turned out later that most of the real-life 
applications include attributes taking real values, a “binarization" method was proposed in [1]. 

The purpose of binarization is the transformation of a database of any type into a “Boolean 

database”. 

Table 1. Original Database 

                               

I

D 

Age 

20….2

9 

Age 

30…3

9 

M.Statu

s 

  Single  

M.Statu

s 

Married 

…

.

. 1 1 0 1 0 …

2 0 1 0 1 …
 

LAD is a methodology developed since the late eighties, aimed at discovering hidden structural 

information in Boolean databases. LAD was originally developed for analyzing binary data by 

using the theory of partially defined Boolean functions. An extension of     LAD for the analysis 

of numerical data sets is achieved through the process of “binarization” consisting in the 

replacement of each numerical variable by binary “indicator” variables, each showing whether 
the value of the original  variable is present or absent, or is above or below a certain level. LAD 

has been applied to numerous disciplines, e.g. economics and business, seismology, oil 

exploration, medicine etc. [16]. 

Logical Analysis of Data (LAD) is one of the techniques used in data analysis. Unlike other 

techniques, which involve probabilistic and geometric analysis, LAD uses logical rules to 

analyze observations. Its main purpose is to detect hidden patterns in the data set that distinguish 

observations of one class from the rest of the observations. 

4.1 Binarization 
 

The methodology of LAD is extended to the case of numerical data by a process called 

binarization, consisting in the transformation of numerical (real valued) data to binary (0, 1) 

ones. In this [5] transformation we map each observation u = (uA, uB,…) of the given 

numerical data set to a binary vector x(u) = (x1, x2,…) Є {0, 1}n by defining e.g. x1 = 1 iif uA 

≥ α1, x2 = 1 iif uB ≥ α2, etc, and in such a way that if u and v represent, respectively, a positive 

and negative observation point, then x(u) ≠ x(v). The binary variables xi, i = 1,2, …, n 
associated to the real attributes are called indicator variables, and the real parameters αi, i = 1, 2, 

…, n used in the above process are called cut points.The basic idea of binarization is very 

simple. It consists in the introduction of several binary attributes associated to each of the 

numerical attributes; each of these binary attributes is supposed to take the value 1 (respectively, 

0) if the numerical attribute to which it is associated takes values above (respectively, below) a 

certain threshold. Obviously the computational problem associated to binarization is to find a 

minimum number of such threshold values (cutpoints) which preserve the essential information 
contained in the dataset, i.e. the disjointness of the sets of (binarized) positive and negative 

observations.In order to illustrate the binarization of business datasets, let us consider the 

examples presented in Table 2. A very simple binarization procedure is used for each variable 

“age” and “marital status”.  Quantitative attributes such as “age” is divided into different ranges 

like age: 20..29, 30..39, ect. The “marital status” variable is divided into binary values by 

converting its domain values into attributes. 
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Table 2. Boolean Database 

ID Age M.Status #cars 

1 23 Single 0 

2 31 Married 2 

 

4.2 Binary Variables 

A binary variable has only two states: 0 or 1, where 0 means that the variable is absent, and 1 

means that it is present. If all binary variables are thought of as having the same weight, we 

have the 2-by-2 contingency table  where a is the number of variables that equal 1 for both items 

i and j, b is the number of variables that equal 1 for item i but that are 0 for item j, c is the 

number of variables that equal 0 for item i but equal 1 for item j, and d is the number of 

variables that equal 0 for both item i and j. The total number of variables is z, where z = a + b + 
c + d. 

              Table 3.A contingency table for binary variables 

 

 
Item j 

It
em

 i
  1 0 Sum 

1 A B A + b 

0 C D C+ d 

 Sum A + c b+ d Z 

 

For noninvariant similarities, the most well-known coefficient is the Jaccard dissimilarity 

coefficient, where the number of negative matches d is considered unimportant and thus is 

ignored in the computation: 
cba

cb
JId

++

+
=),(  

The measurement value 1 suggests that the objects i and j are dissimilar and the measurement 
value 0 suggests that the objects are similar. This method is used in SI algorithm while the 

Apriori algorithm works using similarity measures. 

  4.3  Practical implementation. 
 

                                     Table 4. Medical data in Boolean format 

 I1 I2 I3 I4 I5 

T1 1 1 0 0 1 

T2 0 1 0 1 0 

T3 0 1 1 0 0 

T4 1 1 0 1 0 

T5 1 0 1 0 0 

T6 0 1 1 0 0 

T7 1 0 1 0 0 

T8 1 1 1 0 1 

T9 1 1 1 0 0 
 

First column of the above Table indicates the transactions from 1 to 9 and subsequent five 

columns indicate the disease is present. Zero (0) means absence of the disease and one (1) 

means it is present. In order to use Jacquard’s coefficient to find frequent itemsets we use K 
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maps to arrange a, b and c.  To find whether I1, I2 are frequent items we arrange K-Map for a, b 

and c as shown in the table below  

Table 5: K-Map for two items 

 I1’ I1 

I2’ 0 2 

I2 3 4 

   Where d (I1, I2) = (2+3/2+3+4) = 0.55.         If d < φ    then I1, I2 are declared frequent 

itemsets. Similarly for other itemsets of size greater then 2, K-Maps of different sizes are 

constructed and their distances are computed respectively according to the technique presented 

in algorithm given in  

 

4.4 SI Algorithm 

 Two algorithms are used for the implementation purpose. One which we develop SI algorithm 

and the well known Apriori algorithm to check the accuracy and efficiency. 

Input 

Φ User specified threshold between 0 And 1 
T  Binary transactional Database 

Output 

Frequent itemsets 

Step 

p = { i1,i2,…..in} set of data items in transactional database. 

Create K Map for all the permutation in row. 

Scan the transactional database and put the presence for every combination of data items in 

corresponding K Map for every permutation of row. 

For every permutation of p: 

a) Calculate dissimilarity using K Map Constructed for every permutation using the following 

Jacquard’s dissimilarity equation. 

d (i1,i2,…..in) = 
∑

=

1

01i

∑
=

1

02i

∑
=

1

03i ,……….
∑

=

1

0in f(i1,i2,…..in)f(0,0,…..0) –  

f(1,1,……1)/ f 
∑

=

1

01i

∑
=

1

02i

∑
=

1

03i ,……
∑

=

1

0in  f(i1,i2,…..in) - f(0,0,…..0).    

  

b) If d < Φ then i1,i2,…..in are frequent .  

In step first the data in binary transactional database and a user specified threshold value is 

provided to the algorithm (input for the algorithm). In second step k-map is generated for all the 

permutation in row on the base of formula given above. In step three the whole database scan 
process is performed to put the presence for every combination of data item in corresponding k-

map for every permutation of row. In step four the dissimilarity is calculated based on 

jacquard’s dissimilarity coefficient. Now in the last step the dissimilarity value is compared with 

the user supplied threshold. If dissimilarity is less than the user specified threshold then it will 

be added to the frequent item list otherwise the value will be discarded. And finally the 

algorithm will display the frequent item list. 
  

4.5 Apriori Algorithm 

Input 

Φ User specified threshold between 0 And 100 

T  Binary transactional Database 
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Output 

Frequent itemsets 

Apriori algorithm work on similarity measure while the SI 

algorithm works on dissimilarity measure. 

5 Results. 

 Different experiments are performed to check the results and efficiency of the technique. The 

data required in database should be in binary format. I downloaded the dataset transa from the 

net [10]. We may use Binarization technique to transform the data of any format to binary 

format. The data was stored in a format like: 

0 1 0 0 1 0 0 1 

1 1 0 0 1 1 0 0 
I coded the algorithms in ORACLE 10g using laptop computer having 20GB hard drive and 

1.6MH processor.  I create a table in the database to store the data for the purpose of 

experiment. To load the data to the database the oracle provide a facility by making a control 

file and then by using SQL loader. We first convert the data into a format that the item now is 

separated by commas instead of spaces. Now the data is loaded to the table with the help of SQL 

loader and became as:  

0,1,0,0,1,0,0,1 

1,1,0,0,1,1,0,0 

After loading the data into table the algorithms are implemented on the database having hundred 

records, initially. 

Figure 1 

 
Figure 2                                  

 



International Journal of Computer Science & Information Technology (IJCSIT), Vol 2, No 6, December 2010 

133 

 

Figure 3 

 
 

 

Figure 4 

 
 
The largest frequent list generated by the algorithm is 

 I1, I2, I3   ,, I1, I3, I4 

After giving the data to Apriori algorithm it also produced the same results with the same largest 

frequent  sets contain, 

I1, I2, I3 

I1, I3, I4 
After loading more data, the total records in the database are 1000.  Applying Apriori and SI 

algorithms on the updated database, the results produced are given. 

The largest frequent list 

I1, I2, I3 

I1, I3, I4 

We see that again the algorithms produce the same results. After loading more data the total 

number of records became 1500. And again applying the algorithms on the database, the results 

produced are given below. 

I1, I2, I3 

I1, I3, I4 

So again the algorithms produced the same results. After loading more data to the database the 

total records in the database are 2000. Again applying Apriori and SI algorithm on the database 

the results produced are given. 

I1, I2, I3 

I1, I3, I4 

We see that again the algorithms produced the same results. Now we have to load more data to 

the database the total number of records become 4000. And once again applying both the 

algorithm on the database the results produced are given below. 

I1, I2, I3 

I1, I3, I4 

We see that again the algorithm produced the same results. 

Up to this we analyzed the performance, efficiency and accuracy of the algorithms by changing 

size of the database. And this is clear that the results produced from this medical database are 
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very consistent and reliable for the 

be identified by providing its symptoms to the algorithms. 

threshold to analyze the performance, efficiency and accuracy at different threshold values. The 

input threshold changes from .80% to .70% (dissimilarity) for SI algorithm and from 20% to 

30% (similarity) for Apriori algorithm. The database contains 
both the algorithms the results produces are given below.

                                 
 

 

The largest frequent list produced

Now this is clear that both algorithms produced the same results at different threshold. Up to 

this, we analyze that these techniques are very reliable

pattern and information in any type of database

medical database regarding patients, Staff, Books, 

6 Results analysis through

 

Figure 7: Graph for the results produced at different database size by algorithms
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the diagnoses of patients and different diseases. A disease may 

be identified by providing its symptoms to the algorithms. After this we change the input 

threshold to analyze the performance, efficiency and accuracy at different threshold values. The 

eshold changes from .80% to .70% (dissimilarity) for SI algorithm and from 20% to 

orithm. The database contains 4000 records and after applying 
both the algorithms the results produces are given below. 

Figure 5 

. 

Figure 6 

 

d is   I1, I3, I4 

Now this is clear that both algorithms produced the same results at different threshold. Up to 

this, we analyze that these techniques are very reliable for the analysis and discovery of hidden 

pattern and information in any type of database, just like in this medical database

medical database regarding patients, Staff, Books, and Students may be analyzed very clearly.

hrough Graph 

 

Graph for the results produced at different database size by algorithms
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and different diseases. A disease may 

After this we change the input 

threshold to analyze the performance, efficiency and accuracy at different threshold values. The 

eshold changes from .80% to .70% (dissimilarity) for SI algorithm and from 20% to 

4000 records and after applying 

Now this is clear that both algorithms produced the same results at different threshold. Up to 

for the analysis and discovery of hidden 

just like in this medical database and any 

ay be analyzed very clearly.  

Graph for the results produced at different database size by algorithms 
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7 Conclusion and future work 

In this research, I study that how data mining techniques are used for the data analysis and 

Knowledge discovery in medical sciences. The output produced was based on realistic reasons 
and values so it is reliable, efficient and precise for the experts. Here we produced the results by 

performing different experiments and proved that such techniques are very consistent. By this 

patients may be categorized for the treatment purposes. Results may be used for the analysis of 

medical staff to improve the performance. Students and subjects may be grouped to make the 

work more consistent.  Further we may perform experiments for other algorithms from different 

point of views on different data storage. Experiments can be performed for clustering measures.  
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