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ABSTRACT 

Thresholding is a fast, popular and computationally inexpensive segmentation technique that is always 

critical and decisive in some image processing applications. The result of image thresholding is not always 

satisfactory because of the presence of noise and vagueness and ambiguity among the classes. Since the 

theory of fuzzy sets is a generalization of the classical set theory, it has greater flexibility to capture 

faithfully the various aspects of incompleteness or imperfectness in information of situation. To overcome 

this problem, in this paper we proposed a two-stage fuzzy set theoretic approach to image thresholding 

utilizing the measure of fuzziness to evaluate the fuzziness of an image and to determine an adequate 

threshold value. At first, images are preprocessed to reduce noise without any loss of image details by fuzzy 

rule-based filtering and then in the final stage  a suitable threshold is determined with the help of a 

fuzziness measure as a criterion function. Experimental results on test images have demonstrated the 

effectiveness of this method. 
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1. INTRODUCTION 

Image segmentation is that phase of image processing which partitions an image into a set of non-

overlapping meaningful homogeneous regions whose union is the entire image. Its objective is to 

extract the semantic objects lying in images either by dividing any given image into meaningful 

contiguous regions, or by extracting one or more important objects in images. The level upto 

which the partitioning is carried out depends on the problem being solved. There are various 

reasons for which segmentation is considered to be an extremely difficult task in image 

processing for non-trivial images: (1) lack of a priori knowledge about the number of segments 

present in the image; (2) variation of the gray scale values and their distributions from an image 

to another; and (3) inherent limitations of imaging sensors. Thus, vagueness in image processing 

arises from grayness ambiguity and uncertain knowledge about image. Uncertainty may arise at 

any stage in an image analysis system. Any decision made at a particular phase will have an 
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impact on the subsequent phases. Hence, it is essential for an image analysis system to have 

sufficient provision for representing the uncertainties involved at every phase, so that the ultimate 

output of the system can be associated with the least uncertainties. One of the most popular tools 

for image segmentation is thresholding or gray level segmentation which consists of classification 

of the pixels as belonging to either the set of background pixels or the set of object pixels as a 

function of the intensity level. The threshold is determined by the histogram of the gray levels of 

pixels in the image. Thresholding is a transformation of an input image g(x, y) into a segmented 

binary output image b(x, y) as follow: 

 

where the pixels having gray level intensity greater than T will belong to the object and are 

represented with a color b1, while the pixels belonging to the background are represented with 

another color b0. 

The optimal choice of the threshold T
*
 of T based on a designed criterion function is a difficult 

task because of the presence of noise and vagueness and ambiguity among the classes. Recent 

advances in the fuzzy set theory provide the possibilities for developing new image segmentation 

techniques. Fuzzy models are capable to handle ambiguity and noise in the images and hence can 

improve the selection of optimal threshold for better image segmentation. Bezdek et al [1] 

classified fuzzy approaches for image segmentation into four categories: segmentation via 

thresholding, segmentation via clustering, supervised segmentation, supervised segmentation and 

rule-based segmentation. On the other hand, Tizhoosh [2] categorized fuzzy segmentation 

techniques into fuzzy thresholding, fuzzy rule, fuzzy clustering, fuzzy geometry and fuzzy 

integral based segmentation. Chaira and Ray [3] used fuzzy set theory to threshold an image and 

they introduced four types of fuzzy thresholding methods. Qiao et al [4] formulated a new 

criterion for segmenting small objects by exploring the knowledge about intensity contrast. Saha 

and Ray [5] introduced an adaptive thresholding technique via minimax optimization. 

The remainder of this paper is structured as follows. Section 2 deals with basic related theories 

such as fuzzy set, membership function and several fuzziness measures those are useful for better 

understanding. We demonstrate our new fuzzy set-theoretic approach to threshold determination 

in section 3. In section 4, the superiority of our approach is illustrated with the help of 

experimental results. Finally, we conclude in section 5. 
 

2. RELATED THEORIES 

In this section, we explain a few relevant theories that will be helpful for further understanding 

and discussion. 

2.1. Fuzzy Set and Membership Function 

Fuzzy sets were introduced by Zadeh [6] in 1965 as a new way of representing vagueness in 

everyday life. Conventional sets contain objects that satisfy precise properties required for 

membership, whereas fuzzy sets contain objects that satisfy imprecisely defined properties to 

varying degrees. A fuzzy set A of the universe of disclosure X is defined as a collection of 

ordered pairs  
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where )1)(0)(( ≤≤ xx AA µµ  gives the degree of belonging of the element x to the set A. The 

flexibility of fuzzy set theory is associated with the elasticity property of the concept of its 

membership function. The grade of membership is a measure of the compatibility of an object 

with the concept represented by a fuzzy set. Uncertainty in an image pattern may be explained in 

terms of grayness ambiguity or spatial ambiguity or both. Grayness ambiguity means 

‘indefiniteness’ in deciding whether a pixel is white or black. Spatial ambiguity refers to 

‘indefiniteness’ in the shape and geometry of a region within the image. 

In order to threshold an image, it is essential to determine a membership function )( fFµ  

associated with each gray level of the histogram. The membership function defines the degree of 

belonging of any pixel f either to the background or the object set depending on the relationship 

between its gray level and the threshold T. There are various ways in which a membership 

function can be defined. Irrespective of the measure of fuzziness used, an estimate of the mean 

gray level of the background Mb and that of the objects Mo is needed, where both values depend 

on the threshold T: 

 

The smaller the difference between the gray level of any pixel and the mean for its class, the 

greater will be the value of the membership function. 

2.2. Measures of Fuzziness 

There are two types of uncertainty: (1) vagueness that corresponds to the uncertainty associated 

with the problem of finding well defined borders between the objects to be segmented; and (2) 

ambiguity that corresponds to the uncertainty related to the difficulty of making the correct choice 

among two or more alternatives. The measure of fuzziness provides a way to measure the degree 

of fuzziness of a fuzzy set. A measure of fuzziness is a function 

 

where F(X) denotes the set of all fuzzy subsets of X. There are few properties of the measures of 

fuzziness I: 

 

Below a few measures of fuzziness are discussed. 

2.2.1. De Luca and Termini's Entropy Measure of Fuzziness 

Motivated by Shannon's entropy measure [7], which is considered to be the fundamental base of 

the information theory, De Luca and Termini [8] proposed a non-probabilistic entropy function 

f(A) as a measure of fuzziness as follows. 
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The normalized measure )(
^

Af of )(Af is defined as: 

 

where |X| is the cardinality of the universal set X. 

2.2.2. Kauffmann's Measure of Fuzziness 

Kauffmann [9] proposed a measure of fuzziness as 

 

where )(xCµ is defined as 

 

2.2.3. Yager's Measure of Fuzziness 

Yager [10] proposed a measure of fuzziness that depends on the relationship between the fuzzy 

set and its complement. The distance between a fuzzy set A and its complement is defined as: 

 

The measure of fuzziness is defined as 

 

3. OUR APPROACH TO THRESHOLD DETERMINATION 

The thresholding scheme, proposed in this paper, works in two stages. In the first stage, images 

are preprocessed with the noise removal and edge preservation by fuzzy rule-based filtering. In 

the second and final stage, a suitable threshold is determined with the help of a fuzziness measure 

as a criterion function. Below we give a detailed description of the two stages. 

 

3.1. Preprocessing with Noise Removal 

The presence of noise affects the accuracy of image processing. In order to reduce the noise, non-

linear filtering techniques provide better result than linear filters as they do not degrade the edges 

and the details of the image. Recent advances in fuzzy logic gives new dimensions for developing 

new noise removal techniques. In this paper, in order to reduce noise we used a Gaussian fuzzy 

filter with mean center (GFFMC). The filters used in the image processing that employs fuzzy 
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logic model are known as fuzzy filters. Let x(i, j) be the input of a two-dimensional fuzzy filter, 

the output y(i, j) of the fuzzy filter is defined as: 

 

where F[x(i, j)] is the general window function and A is the area of the window. For a square 

window of dimension NN × , the range of m and n are: MsrM ≤≤− , , where N = 2M + 1.  

Moreover, the Gaussian fuzzy filter with mean center (GFFMC) is defined as follows: 

 

where 
_

x (i, j) and σ (i, j) denote the mean and standard deviation of all input values x (i + m, j + 

n) respectively for m, n in A at discrete indices (i, j). The reason for application of Gaussian fuzzy 

filter is to reduce both impulse noise and random noise from the image at the same time without 

degrading any image details. 

3.2. Determination of Threshold 

Huang and Wang [11] selected an optimal threshold by using the entropy measure as a criterion 

function. In this paper, we used an entropy-based fuzzy thresholding technique that uses the 

entropy of the background and foreground (object) regions, the entropy between the original and 

binarized image, relative entropy etc. The entropy of a random variable measures the uncertainty 

of the random variable and hence is a measure of the amount of information required to describe 

the random variable. Entropy serves as a measure of separation in an image that finds out the 

information of the two regions - above and below the threshold separately and calculates the 

entropy of the two classes. The entropies for all the gray levels below and above the threshold are 

added separately and then the entropy of the two classes is added to obtain the final entropy 

expression. The optimal threshold value is that gray level which corresponds to the maximum of 

all the calculated entropy expressions. Optimal threshold can also be obtained by minimizing the 

cross entropy of the two regions [12]. 

An L-level image G ( NM × ) can be considered as an array of fuzzy singletons, where each 

singleton corresponds to an image pixel, each having a membership value denoting its degree of 

possessing some property (brightness, darkness etc). In the fuzzy set theoretic notation, it may be 

written as 

 

Then Shannon's entropy for an image of size NM × is given as 
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which is used to obtain an optimum threshold. The entropy is calculated for each threshold gray 

level and the gray level that corresponds to the minimum entropy value represents the optimum 

threshold. 

The normalized fuzziness function of an image can be calculated as: 

 

where h(f) represents the histogram of the image which shows the frequency distribution of the 

gray levels and 

 

Here in this paper, we have used Shannon's measure of fuzziness, but other fuzziness measures 

can also be used instead of it. The fuzziness function g(f, t) is calculated for all the values of t. 

The optimal threshold t* is the gray level that minimizes g(f, t) and hence it is the gray level that 

maximizes the separation of between the means of two classes as much as possible. 

Mathematically, it can be expressed as: 

 

The detailed algorithm is given below: 

1. Gaussian fuzzy filter is applied to reduce both impulse and random noise from the image 

at the same time. 

2. The mean of the foreground and background regions are calculated for each threshold 

gray level. 

3. The membership degree of the pixels of the image is calculated for each threshold gray 

level. 

4. The fuzzy entropy is calculated for each threshold gray level. 

5. The minimum value of the fuzzy threshold is selected. 

6. The image is thresholded with the gray level corresponding to the minimum value of the 

fuzzy entropy. 
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Figure 1: Test Images and their histograms 

4. EXPERIMENTAL RESULTS 

In order to evaluate the effectiveness of the proposed method, we have tested our algorithm with 

the help of a number of images, but due to limitation of space, in this paper we have shown the 

experimental results for only three test images given in Figure 1. Here, we have compared our 

algorithm with two well-known global thresholding techniques, proposed by Otsu [13] and 

Kittler-Illingworth [14] and one relatively new technique, proposed by Huang and Wang [11]. 

Otsu's method selected the threshold t in such a way that the between-class variance is maximized 

and the intra-class variance is minimized. The algorithm positioned t midway between the means 

of the two classes. On the other hand, Kittler and Illingworth assumed a Gaussian mixture model, 

that is, the pixels in the two categories came from a normal distribution and the gray level that 

minimized the number of misclassifications between the two normal distributions with the given 

means, variances, and proportions was considered as the threshold. Whereas, Huang and Wang 

proposed an algorithm for image thresholding by minimizing different measures of fuzziness. 

Figure 2: Thresholding results for Block image 
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Figure 3: Thresholding results for House image 

It is observed from the figures Figure 2, Figure 3 and Figure 4 that our algorithm performs better 

than the two established thresholding techniques - Otsu's and Kittler-Illingworth's algorithms, and 

performs almost similarly (in fact, better for few test images) if we compare our algorithm with 

Huang-Wang's algorithm. In the presence of noise, our algorithm outperforms the three remaining 

algorithms considered in this paper. 

 

Figure 4: Thresholding results for Tank image 

 

Standard A4 (210mm x 297mm) portrait page set-up should be used.  The left, right, top and 

bottom margins should be 30mm.  Do not use any headers, footers or footnotes.  No page 

numbers.  Single column.  All main text paragraphs, including the abstract, must be fully (left and 

right) justified.  All text, including title, authors, headings, captions and body, will be Times New 

Roman font. 

5. CONCLUSIONS 

Image thresholding based on gray level histogram is an efficient and important tool for image 

segmentation. In this paper, we suggested a two-stage fuzzy set theoretic approach to image 

thresholding that uses the measure of fuzziness to evaluate the fuzziness of an image and to find 

an optimal threshold value. Fuzzy based methods consider the uncertainty in the image due to the 

imprecise pixel gray levels and vagueness in the image regions and boundaries which is 

incorporated in the form of membership function. Initially, images are preprocessed to reduce 

noise components without affecting much image details by fuzzy rule-based filtering and then in 

the second phase, a suitable threshold is determined with the help of a fuzziness measure as a 
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criterion function. We demonstrated the effectiveness of our algorithm with the help of a number 

of test images. We shall try to extend this work to color images. 
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