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Abstract

Machine learning [1] is concerned with the design and development of algorithms that allow computers to
evolve intelligent behaviors based on empirical data. Weak learner is a learning algorithm with accuracy
less than 50%.   Adaptive Boosting (Ada-Boost) is a machine learning algorithm may be used to increase
accuracy for any weak learning algorithm. This can be achieved by running it on a given weak learner
several times, slightly alters data and combines the hypotheses. In this paper, Ada-Boost algorithm is used
to increase the accuracy of the weak learner Naïve-Bayesian classifier.  The Ada-Boost algorithm
iteratively works on the Naïve-Bayesian classifier with normalized weights and it classifies the given input
into different classes with some attributes. Maize Expert System is developed to identify the diseases of
Maize crop using Ada-Boost algorithm logic as inference mechanism.  A separate user interface for the
Maize expert system consisting of three different interfaces namely, End-user/farmer, Expert and Admin
are presented here. End-user/farmer module may be used for identifying the diseases for the symptoms
entered by the farmer. Expert module may be used for adding rules and questions to data set by a domain
expert.  Admin module may be used for maintenance of the system.

Keywords

Expert Systems, Machine Learning, Ada-Boost, Naïve Bayesian Classifier, Maize, JSP and MYSQL

I. Introduction

A. Machine Learning

Machine learning[2, 3, 4 and 6], a branch of artificial intelligence, is a scientific discipline
concerned with the design and development of algorithms that allow computers to evolve
behaviors based on empirical data, such as from sensor data or databases. The key issue in the
development of Expert Systems is the knowledge acquisition for building its knowledge base.
One simple technique for acquiring the knowledge is direct injection method in which the
knowledge is collected from the domain experts by conducting programmed interviews and
entering it in an appropriate place manually. But it is difficult process and time consuming.
Instead, machine learning algorithms are used by making the systems learn from their past
experiences. The goal of machine learning is to program computers to use training data or past
experience to solve a given problem. Effective algorithms have been invented for certain types of
learning tasks. Many practical computer programs have been developed to exhibit useful types of
learning and significant commercial applications have begun to appear. Machine learning refers

mailto:praveenger@gmail.com
mailto:kanaparthi@gmail.com
mailto:saftware@gmail.com


Computer Science & Engineering: An International Journal (CSEIJ), Vol.2, No.3, June 2012

44

to the changes in systems that perform tasks associated with artificial intelligence (AI). Such
tasks involve recognition, diagnosis, planning, robot control, prediction, etc. Some of the
machines learning algorithms are Genetic Algorithm [16], ID3 [17], ABC algorithm [18],
Artificial Neural Networks [19] and C4.5 Algorithm [20] etc.

B. Expert  Systems

An expert system [5] is a computer system that emulates the decision-making ability of a human
expert, i.e. it acts in all respects as a human expert. Expert systems have emerged from early work
in problem solving, mainly because of the importance of domain-specific knowledge. The expert
knowledge must be obtained from specialists or other sources of expertise, such as texts, journal
articles, and data bases. Expert system receives facts from the user and provides expertise in
return. The user interacts with the system through a user interface, constructed by using menus,
natural language or any other style of interaction. The rules collected from the domain experts are
encoded in the form of Knowledge base. The inference engine may infer conclusions from the
knowledge base and the facts supplied by the user. Expert systems may or may not have learning
components. A series of Expert advisory systems [12], [13], [15] were developed in the field of
agriculture and implemented in Indiakisan.net [14].

C. Adaptive Boosting (Ada-Boost) Algorithm

Ada-Boost [8, 11], short for Adaptive Boosting, is a machine learning algorithm, formulated by
Yoav Freund and Robert Schapire [7]. It is a meta-algorithm, and can be used in conjunction with
many other learning algorithms to improve their performance. Generally learning algorithms are
either strong classifiers or weak classifiers. Strong classification algorithms use the techniques
such as ANN, SVM etc. Weak classification algorithms use the techniques such as Decision trees,
Bayesian Networks, Random forests etc. Ada-Boost is adaptive because the instances
misclassified by previous classifier are reorganized into the subsequent classifier. Ada-Boost is
sensitive to noisy data and outliers. The boosting algorithm begins by assigning equal weight to
all instances in the training data. It then calls the learning algorithm to form a classifier for this
data, and reweighs each instance according to the classifier's output. The weight of correctly
classified instances is decreased, and that of misclassified ones is increased. This produces a set
of easy instances with low weight, and a set of hard ones with high weight. In the next iteration, a
classifier is built for the reweighed data, which consequently focuses on classifying the hard
instances correctly. Then the instances weights are increased or decreased according to the output
of this new classifier.  Here there are two possibilities: The first one is harder instances may
become even harder and easier instances may become even easier. The second possibility is the
harder instances may become easier and easier instances may become harder. After all weights
have been updated, they are renormalized so that their sum remains the same as it was before.
After all iterations, the final hypothesis value is calculated.

The pseudo code for Ada-Boost algorithm is given as below
• Input: a set S, of ‘m’ labeled examples: S= ((xi,yi), i=(1,2,…,m)), with labels in Y.
• Learn (a learning algorithm)
• A constant L.
[1]   Initialize for all i:  wj(i)=1/m  //  initialize the weights
[2]   for j=1 to L do
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[3]   for all i: // compute normalized weights

[4]   hj:=Naïve-Bayesian(S,pj) // call weak Learn with normalized weights
[5]   Calculate the error of hj

[6]    if

[7]    L=j-1
[8]    go to 12
[9]

[10]   for all i:                              // compute new weights

[11]   end for
12]    Output:

D. Naïve Bayesian Classifier  (Weak learner)

Naïve Bayes Classifier is a simple probabilistic A Naive Bayes Classifier [9] is a simple
probabilistic classifier based on applying Bayes' theorem with strong (naive) independence
assumptions. A more descriptive term for the underlying probability model would be
"independent feature model". Depending on the precise nature of the probability model, Naive
Bayes classifiers can be trained very efficiently in a supervised learning setting. In spite of their
naive design and apparently over-simplified assumptions, Naïve Bayes classifiers have worked
quite well in many complex real-world situations. A comprehensive comparison with other
classification methods showed that Bayes classification is outperformed by more current
approaches, such as boosted trees or random forests [10].

An advantage of the Naive Bayes classifier is that it only requires a small amount of training data
to estimate the parameters necessary for classification.
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II. KNOWLEDGE BASE

Expert system knowledge base contains a formal representation of the information provided by
the domain experts. The information is collected from the domain experts by conducting
programmed interviews. The Knowledge Base of the Maize Expert System contains the diseases
and the symptoms for corresponding diseases and the cure for those diseases is encoded in the
form of rules. The symptoms and diseases occurred in maize crop are represented in tabular
format as below.

S.
No

Stage
of the
Crop

Part
Effecte
d

Symptoms Disease Cure

1. Seedli
ng

Leaves Spots are small and pale
green later becoming
bleached

Phaeosphaeria
Leaf Spot.

Use resistant varieties
such as Comp. A 9, EH
43861, etc.

2. Seedli
ng

Leaves Very small round
scattered spots in the
youngest leaves which
increases with plant
growth

Corn streak
Virus.

Use systemic fungicide
such as metalaxyl MX
L 35 or Apron XL 35
ES 3 WS, Apron 35 WP

3. Flowe
ring

Leaves Leaves of infected plants
tend to be narrower and
more erect.

Sorghum
Downy Mildew

Spray mancozeb 2.5g
copper Oxychloride
3g/liter

4. Flowe
ring

Leaves Small powdery pustules
present over both
surfaces of the leaves.

Maize Fine
Stripe Virus.

Spray carbendazim 1.5g
and use metalaxyl MXL
35

5. Early
Whor
l

Leaves Lesions begin as small
regular elongated
necrotic spots and grow
parallel to the veins.

Gray Leaf Spot. Spray Zineb/Meneb @
2.5-4.0 g/liter of water.

6. Late
Whor
l

Leaves Lesions with oval narrow
necrotic and parallel to
the veins.

Phyllosticta
Leaf Spot.

Spraying of insecticides
endosulfan 35EC

7. Seedli
ng

Root White thin lesions along
leaf surface and green
tissue in plants

Flea Beetles and
Flea
Rootworms.

Spray Dithane M-45 @
2-2.5 gm/liter

8. Mid
Whor
l

Root Bushy appearance due to
proliferation of tillers
which become chlorotic
and reddish and lodging.

Bilb Bug
Worms.

Seed treatment with
peat based formulation

9. Flowe
ring

Root Irregular section of
epidermis and Perforated
Leaves.

Seed and
Seedling Blight

Spray of Chelamin450
@ 2.5 to 4.0 g/liter of
water

10. Late
Whor
l

Stem The affected area just
above the soil line is
brown water-soaked soft
and collapsed

Pre Flowering
Stalk Rot or
Pythium Stalk
Rot

Spray of Sheethmar
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I. PROPOSED ADA-BOOST ALGORITHM:

The Proposed Ada-Boost Algorithm uses the Naïve-Bayes classifier as weak learner and it uses
the training data and the weights are initialized based on the number of classifiers i.e. the weights
of the each class is equal to the fraction of the total number of classifiers. Select ‘T’, the number
of rounds the algorithm has to run iteratively by adjusting the weights. In each round the weak
learner is called based on the given input and the weights for each classifier and it generates a
new hypothesis ‘hj’ in each hypothesis and the weight and the error is calculated based on the
obtained hypothesis and based on the error value obtained the new weights are calculated by
using the formula given below

Where βj is error coefficient.

The weak learner is called by using the new weights. The process is repeated until the error value
greater than ½ or the number of iterations completes. And finally, the hypothesis value is
calculated by using the given formula.

The flow diagram of the proposed Ada-Boost algorithm used in development of this Expert
Advisory System is shown in Figure. 1. Flow chart of the Ada-Boost Algorithm
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A. Simple Example

The working of the proposed system is explained by considering the 10 symptoms as input. It is
explained as follows

• Encode Solution:  Just use 10 bits (1 or 0).

• Generate input.
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S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

1 0 1 0 0 0 1 0 1 0

• Initialize the weights wi based on the classifiers. Consider there are 5 classifiers, wi= 1/5.

• Select the value for ‘T’, the number of iterations.

• In each and every, iterations the hypothesis value ‘hj’ is to be calculated.

• The error value is calculated by adding the probabilities value of the remaining diseases

with their corresponding weights.

• Based on the error value the algorithm is repeated repeatedly for ‘T’ times by adjusting

the weights.

1. Hypothesis Values Using Naïve Bayesian Classifier

The probability densities for each disease is calculated using the Naïve Bayesian classifier as
follows

P (Disease1/s1 ...s10) = P (Disease1)*P (s1/Disease1)*P (s2/Disease2)….P

(s10/Disease)

By using the above equation for the given input string

P(Corn Streak Virus/1,0,1,0,0,0,1,0,1,0)= 0.15002

P(Sorghum Down Mildew/1,0,1,0,0,0,1,0,1,0)=0.0

P(Postfloweringstalk rot/1,0,1,0,0,0,1,0,1,0)=0.01

P(Phaesophearia Leaf spot/1,0,1,0,0,0,1,0,1,0)=0.02922

P(Alternaria Leaf Spot/1,0,1,0,0,0,1,0,1,0)=0.022

2. Hypothesis Values Using Ada-Boost  Algorithm

The probability densities for each disease is calculated using the Ada-Boost algorithm is as
follows

P(Disease1/s1,..s10)= P(Disease1)*P(s1/Disease1)*P(s2/Disease2)….P(s10/Disease)

By using the above equation for the given input string

P(Corn Streak Virus/1,0,1,0,0,0,1,0,1,0)= 0.20000002

P(Sorghum Down Mildew/1,0,1,0,0,0,1,0,1,0)=0.0

P(Postfloweringstalk rot/1,0,1,0,0,0,1,0,1,0)=0.029626261
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P(Phaesophearia Leaf spot/1,0,1,0,0,0,1,0,1,0)=0.12922

P(Alternaria Leaf Spot/1,0,1,0,0,0,1,0,1,0)=0.122

After ‘n’ iterations, the final probability value for disease Corn Streak Virus is greater than all the
remaining diseases hence the final hypothesis classifies the given data to the class with name
“Corn Streak Virus”.

III. COMPARATIVE STUDY

The hypothesis values computed by the Naïve-Bayesian Classifier and the Ada-Boost algorithm
are tabulated in table 1. The hypothesis value is maximum to Corn Streak Virus.

H.AB= Hypothesis value of Ada-Boost algorithm
H.NB= Hypothesis value of Naïve-Bayesian Classifier

Increase in
Accuracy % =        (H.AB – H.NB)/H.NB *100.

From the table
H.AB for Corn Streak Virus=0.20000002
H.NB for Corn Streak Virus=0.15002

Increase in accuracy for Corn Streak Virus= 33%

Table 1: Hypothesis Values of the Algorithms

Disease Name
Hypothesis Value

using Naïve-Bayesian
Classifier

Hypothesis Value using Ada-
Boost Algorithm

Corn Streak Virus 0.15002 0.2002
Sorghum Down Mildew 0.0 0.0

Post flowering stalk rot 0.01 0.0292

Phaesophearia Leaf spot 0.0291 0.12922

Alternaria Leaf Spot 0.022 0.122

Based on the hypothesis values, the error values are calculated. A graph is drawn taking the
number of iterations on X-axis and the error values of the both Naïve-Bayesian Classifier and the
Ada-Boost algorithms are taken on the Y- axis (figure 2).
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Figure 2: Graph describing the performance of Ada-Boost Algorithm

It can be observed that, as the number of iterations increases the miss-classification error values is
decreased in Ada-Boost algorithm than pure Naïve-Bayesian classifier algorithm.

IV. MAIZE EXPERT SYSTEM ARCHITECTURE

The Proposed architecture of the Maize Expert System consists of Rule Based Expert System,
Ada-Boost algorithm and Knowledge Base which are used in the inference mechanism. It is
represented in the figure 3

Figure 3: Proposed architecture of Expert System
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The User Interface of the Maize expert system consisting of three different interfaces namely,
End-user/farmer, Expert and Admin, is presented here. End-user/farmer module may be used for
identifying the diseases for the symptoms entered by the farmer. Expert module may be used for
adding rules and questions to data set by a domain expert.  Admin module may be used for
maintenance of the system.

V. RESULTS

Figure 4 Screen for selecting symptoms in Maize Expert System

Description: In this screen shot, the user can submit the observed symptoms to the maize
advisory system through online by selecting the appropriate radio buttons for the processing of
the symptoms observed.
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Figure 5 Displaying advices to the farmer

Description: In this screen shot, the algorithm takes the input given by the user and classifies the
input into the Corn Streak Virus class and generating the following advices.
Effected With: Corn Streak Virus

Cure is: Spraying of insecticides endosulfan 35EC @ 600-750 ml/n5g.

VI.CONCLUSIONS

According to the results, the performance of the Naïve- Bayesian classifier (weak learner) is
improved by 33.33% with the help of Ada-Boost algorithm and it generates accurate results by
reducing the miss-classification error values by increasing the iterations. Using this algorithm as
inference mechanism a Maize Expert Advisory System is developed using Java Server Pages
(JSP) and MYSQL database as backend for classifying the given symptoms given by the farmers
into the corresponding disease class and suggest advices to the improvement of the crop.
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