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ABSTRACT

Chord has been suggested by IETF P2PSIP working group as mandatory overlay technology in the future  
P2PSIP-based communication systems. Chord allows for the available peer/resource lookup in no more  
than log N  hops,  where  N is  the  total  number of  the peers  in  the overlay  network. However,  as  a  
protocol  originally  designed for  background downloading applications,  Chord has a few drawbacks 
when  supporting  P2PSIP  real-time  communication  systems.   These  drawbacks  are  related  to  ID  
assignment, the relation between ID and physical location, the routing styles and lack of cache, etc.  In  
this paper, we investigate several approaches that can improve the efficiency of the peer/resource lookup 
algorithm.  After that,  we first use the formal verification to check the correctness of the proposed Bi-
Chord  and  Recursive  routing  approaches,  and  then  implement  two systems  with  512  P2PSIP peers  
(Chord-based  and  improved  Chord  based  P2PSIP  communication  systems)  for  evaluation.  The  
evaluation includes number of hops, message flows, and practicality from theoretical point of view, and  
the comparison of the delay in two systems according to the measurement. We get the conclusion that the  
combination of Bi-Chord, Cache entry record, and Semi-Recursive routing is most suitable for P2PSIP-
based communication systems. Finally, we include the conclusions and future work. 
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1. INTRODUCTION

P2PSIP WG has suggested Chord protocol as a mandatory underlying overlay technology [1, 2]. 
In this overlay,  each peer maintains a finger table that stores a few successors’ connections. 
Chord routes the message by sending/forwarding messages to the next successor, step by step, 
until the destination. 

However, as a protocol originally designed for background downloading applications, Chord 
owns  several  disadvantages  when  supporting  the  P2PSIP  communication  systems.  Firstly, 
Chord lookup protocol is based on clockwise lookup. It causes high delay when communicating 
with peers that are in the anti-clockwise direction. Secondly, Chord uses consistent hashing (e.g. 
SHA-1, etc) to partition a keyspace so that each peer is responsible for roughly the same load of 
resources. However, physically close peers might be assigned with different IDs that are far 
away from each other  in  the  overlay,  and therefore  causes  longer  latency when connected. 
Thirdly, Chord is implemented in either iterative or recursive style. However, recursive routing 
might increase the hop number; and iterative routing might be not efficient in traversing NAT 
(specified  in  Section  3).  Fourth,  Chord  lacks  of  cache  mechanism  to  preserve  the  useful 
information for future session establishment. 

A few attempts have been made to solve the weakness of Chord in P2PSIP communication 
systems. [3, 4] propose a system model that physically close peers in the overlay are assigned 
with close peerIDs because most frequently communicated peers are those who are geometry 
related each other. For instance, peer  M in Figure 1 is assumed to only (or most frequently) 
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communicate with the peers in district A and D.  Note that our evaluation work in Section 4 is 
based on this model.

Figure 1. A geometry-related overlay model

In this paper, we study several approaches that could further reduce the communication delay in 
P2PSIP  communication  systems.  After  that,  we  evaluate  these  approaches  based  on  the 
comparison in several aspects: number of hops, message flow, practicality, and tested delay; we 
get the conclusion that the combination of Bi-Chord approach, Cache Entry Record and Semi-
Recursive routing might be a better way for P2PSIP communication systems. Finally, we make 
the conclusion and describe the future work.

2. BACKGROUND

2.1. Peer-to-Peer SIP

P2PSIP is a future trend that combines internet protocol with the telecommunication protocol. 
Previous research covers two ways of combining P2P and SIP: P2P over SIP and SIP over P2P. 
The first  approach uses SIP messages to maintain the P2P overlay.  The P2P information is 
encapsulated  in  the  SIP  extension  header  and  Session  Description  Protocol  (SDP)  body. 
However,  this  will  require a lot  of  work in defining the SIP extension protocols.  Also,  the 
session layer control message might cause long delays in transport and poor scalability. In the 
second approach, SIP is implemented upon the functionality of maintaining the P2P network. A 
separated P2P protocol is proposed to mange the network overlay activities. For example, P2P 
protocol could define the overlay network algorithms, the TCP and UDP transport protocols, 
variety  of  caching,  striping,  congestion  control  algorithms  and  error  handling [5].  This 
optimizes the transport schemes and cause less problem when inter-working with the traditional 
SIP network. A third solution that combines the above two approaches has been discussed in a 
few publications and P2PSIP WG [6-10]. The concept is to use the specific link layer protocol 
to maintain the P2P overlay while define SIP extension protocol to enhance the session layer 
services and applications, e.g. NAT Traversal, etc.

2.2. Chord Overlay

In Chord overlay, peers and resources construct a ring, as shown in Figure 2. In the ring, peers 
and resources are represented by an  integer Node ID/Resource ID. Each peer stores a certain 
amount  of  <id,  value> pairs,  in which id is  the peer/resource  ID,  value is  the peer address 
information or the data storage. Peer/resource  ID is assigned by consistent hashing [11], e.g. 
SHA-1 algorithm. For instance, the peer ID can be produced by hashing the IP address of the 

134



International Journal of Computer Networks & Communications (IJCNC), Vol.1, No.3, October 2009

particular peer; and the resource ID can be generated by hashing the data value. The Resource 
ID is stored in the first peer, whose ID>= Resource ID (see Figure 3). 

Each  peer  contains  a  routing  table,  called  Finger  table,  for  storing  the  routing  information 
records. The Finger table records ㏒N successors where N is the number of peers in the overlay 
(see  Figure   4).  Suppose  the  space  size  of  overlay is  2m,  for  some  integer  m and  the  i-th 
successor ID of a peer with ID P is: 

)0(2mod)2()( 1 miPiSuccid mi ≤<+= −  

Each peer contacts periodically its successors for updating the Finger table. It also contacts the 
predecessor that is the previous peer in the identifier circle. This is useful when a peer leaves the 
ring and asks the previous peer to update its Finger table. 

Chord routes  the  message  by sending messages  to the next  successor that  is  nearest  to  the 
destination identifier. Consider an example, when peer 3 is searching peer 28 (Figure 5.). The 
peer 3 would first check its finger table records; choose a successor (peer 22) nearest to the 
destination, and then send a request to this successor. The peer 22 would also check its own 
finger table and forward the message to its successor (destination peer 28). The total cost is no 
more than ㏒N hops and ½ log N in average where N is the number of peers in the overlay [12].

Chord also defines the advertisement function  about joining/leaving procedure  for peers. The 
advertisement function would tell the corresponding successor and predecessor to update their 
finger table.

            

Figure 2. Chord Ring                        Figure 3. Chord Storage

         

Figure 4. Direct Connection                Figure 5. Message Flow

3. IMPROVEMENT OF LOOKUP APPROACHES

135



International Journal of Computer Networks & Communications (IJCNC), Vol.1, No.3, October 2009

In this section, we propose four approaches that could improve the resource/peer lookup 
efficiency in P2PSIP-based communication systems. Then, we evaluate these approaches and 
get the conclusion that the combination of Bi-Chord, Cache entry record and Semi-Recursive 
routing is the most suitable for P2PSIP communication systems.

3.1. Bi-direction Chord (Bi-Chord)

One simple solution is to use two directional lookup mechanism in the search of peer/resource, 
called Bi-Chord [13].  In  this  solution,  suppose the  overlay space is  2m,  each peer  stores  m 
successor  and  (m–1)  predecessor  records  in  its  Finger  table.  The  P2PSIP  request  is 
sent/forwarded to one of the successors/predecessors that is clockwisely closest to the target and 
then forwarded step-by-step until the destination is reached. 

Figure 6 shows the connections of a peer with identifier 3.  It holds five connections with its 
successors  (peer  4,  peer  5,  peer  7,  peer  12,  and  peer  21)  and  two  connections  with  its 
predecessors (peer 1 and peer 28). For searching a peer, for instance peer 30, peer 3 firstly send 
the P2PSIP request to the peer 28; peer 28, after using its own finger table, forwards the request 
to the destination peer 30, as represented in Figure  7.

This approach reuses most of the Chord lookup algorithm and routing style. According to the 

algorithm in section 2, it takes  2/)1)(log( −N  in average before the message reaches the 
destination, where N is the number of peers in the overlay. 

     
Figure 6. Bi-Chord overlay              Figure 7. Message forwarding

3.2. Bi-Greedy Lookup

The greedy algorithm may be  implemented  to  further  enhance  Bi-Chord  efficiency.  In  this 
approach,  each  peer  maintains  the  same  finger  table  as  Bi-Chord  (Figure  8).  The  major 
difference is that each peer transmits the P2PSIP request to one of its successors/predecessors 
that is as close as possible to the destination, independent of the clockwise or anti-clockwise 
direction. Each peer chooses either its successor or predecessor for routing messages, on the 
distance basis.
 
Suppose peer A wishes to initiate/forward a P2PSIP message to the destination B, it chooses the 
shorter distance of

(a) One of its predecessors closest to peer B.
(b) One of its successors closest to peer B.

If these two choices have equal path lengths, the message will follow the rule b. 

Figure 7 shows an example of the Bi-Greedy lookup initiated from peer 3 and ended in peer 24. 
The message is firstly routed to peer 21 (peer 3’s successor), then to peer 25 (successor of peer 
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21), and finally to peer 24 (predecessor of 25). According to [14], the average path length of Bi-
Greedy algorithm is:  1)2/log(2/)log( +− πNN

Figure 8. Bi-Greedy lookup routing

3.3. Cache Entry Record

We can also use a cache entry record approach to improve performance indirectly. The concept 
is as following: P2PSIP peer in the overlay maintains a cache that records the communication 
history  details  (see  Table  1),  including  the  previous  communicated  peer  identifier,  the 
corresponding public IP address, port, etc. For searching the destination peer, source peer first 
check its cache entry record. If the destination peer (peer identifier, public IP address, port, etc) 
is in the table, the session might be established directly. Otherwise, the source peer will execute 
the lookup algorithm described above. 

In  the  stable  overlay  where  peers  do  not  change  the  identifier  and  the  public  endpoints 
frequently, the cost is only one hop. However, in the unstable overlay where peers change their 
identifier/IP frequently, this might even cost worse delay. It takes at most ( log N +1) hops (e.g. 
Bi-Chord lookup) before reaching the destination.  

Table 1
Cache Entry Record

(id==3) identifier Public endpoint
1 A 215.239.168.1:1980
2 B 159.250.16.2:8000   
.
.

.

.
.
.

N S 128.39.169.2:9000

3.4. Semi-Recursive Routing

There are three kind of routing options suggested by P2PSIP WG: Iterative, Recursive, and 
Semi-Recursive [6-8].  In this paper,  we suggest using Semi-recursive routing  (Figure 9) for 
P2PSIP Communication systems because it reduces the number of hops and lowers the latency. 
In addition, Semi-recursive routing  is more resilient from failures of intermediate peers than 
recursive mode. 
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Figure 9. Semi-Recursive routing

4. FORMAL VALIFICATION AND PROTOTYPE SIMULATION

4.1. Formal verification

Before prototype implementation, we simulate a small overlay with 16 peers and then use the 
state based formal verification to check the correctness of the proposed Bi-Chord approach from 
logical  point  of  view.  The  language  used  to  model  the  algorithm is  based  on  PROMELA 
(Protocol Meta Language). The tool used is Spin, which is a software for the state based formal 
verification  of  distributed  system  [10].  We  regard  the  overlay  is  stable  and  without  the 
maintenance functions (e.g. update the finger table, peer joining and leaving, etc).

Fig. 10 shows a use case scenario that two concurrent request processes send out the P2PSIP 
request and these request messages follows the Bi-Chord algorithm to the destination peer. The 
response returns in the Semi-Recursive style. 

Fig.10. Message flow

We also use LTL (Linear Temporal Logic) to formulate correctness requirement. We define a 
LTL sentence for the property validation: [] (p -> <> q) where p is the request sending out from 
the request process and q is the response received. By using Spin we have shown that Bi-Chord 
protocol satisfies correctness requirement described above.

4.2. Prototype Implementation

In order for performance comparison and evaluation (specified in Section 5), we simulated two 
systems: Chord-based P2PSIP system and Improved Chord based P2PSIP system. Chord-based 
P2PSIP system follows the original Chord lookup protocol; as to the Improved Chord based 
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P2PSIP system,  Bi-Chord (the  reason why to  implement  this  approach will  be specified in 
Section 5), Cache entry record and Semi-Recursive routing are implemented.  

Firstly, we simulate a Chord-based P2PSIP system. This system contains 512 P2PSIP peers in 
the  overlay with the  space size  2048.  We use Java to  create  an application that  owns  512 
threads, each of which represents one P2PSIP peer. We configure the successors for each peer 
in  a  background  database  so  that  when  initiation,  peer  could  fetch  it.  A  P2PSIP  Peer 
management center (see Figure 11) is implemented to create the P2PSIP peer threads (Figure 
12) and configure the peer attributes (e.g. peerID and the opening port). Each peer uses the 
loopback address (127.0.0.1) as its IP address (can be also 192.168.0.100 in NAT) and opens a 
specific port (e.g. 9001, etc) for receiving the connection. Two potential P2PSIP messages are 
defined for testing: “INVITE” (See Figure 13) as P2PSIP request and “180 Ringing” as P2PSIP 
response (Figure 14). For each P2PSIP Peer thread, it can send out the “INVITE” message when 
clicking “Search” button and receive the response in the background. 

Then, based on Chord-based P2PSIP system, we build an improved system with the feature of 
Bi-Chord,  Cache  entry  record  and  Semi-Recursive  routing.  The  Chord  lookup  protocol  is 
revised to realize Bi-Chord; the open source Apache Derby [14] is chosen as the embedded 
database for cache entry record implementation; finally the routing style is changed to Semi-
Recursive routing.

Two systems are deployed separately on a platform with Windows XP professional system, 
2*2.4G Intel Core CPU and 3G memory.  We use the Wireshirk [15] to monitor the message 
transmission. The testing shows that two systems work well. 

  
Figure 11. P2PSIP Peer Management center       Figure 12.P2PSIP Peer

                      
       Figure 13. P2PSIP INVITE                               Figure 14.P2PSIP 180 Ringing

5. EVALUATION

Our evaluation is  based on  the  model  of  Figure  1.  We assume  that  the  overlay is  divided 
logically into equally S parts and peer  M only communicate with peers in district A and D. 
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Note that our evaluation does not consider the case of churn (when P2PSIP peer join and leave 
the overlay) and NAT traversal problems.

5.1. Num of hops

Based on the Chord lookup protocol described in Section 2, the average complexity of Chord 
lookup algorithm is ½ )/log( SN  in the area A. As to the area D, it takes Slog  hops before 
the message arrives to the left  boundary of area D. Therefore, the average complexity is ½

SSN log2/)/log( + .  Bi-Chord  provides  fairness  in  bi-directional  peer/resource  lookup. 
Thus, the complexity is ½ )/log( SN  in both area A and D.  Bi-Greedy further improves the 
lookup efficiency. According to the revision from previous research (in Section 3), the average 
complexity is: 1)2/log(2/)/log( +− SNSN π . 

We compare three lookup algorithms by setting different S value (e.g. we set S = 8 and S = 16 
for example), as represented in Figure 15. X axis represents the peer number in the overlay and 
Y axis represents the number of hops in average. We get the information that firstly, Bi-Chord 
and Bi-Greedy lookup algorithms  are  much  more  efficient  than the  original  Chord lookup; 
secondly,  the  higher  value  of  S,  the  smaller  number  of  hops;  thirdly,  Bi-Greedy approach 
provides better result than Bi-Chord. 

Figure 15. Three algorithms comparison

5.2. Number of message flows

We also compare the number of message flows in two types of message routing: Recursive and 
Semi-Recursive (As shown in the Table 2). Generally, the message number in recursive routing 
style is two times than Semi-recursive routing.

Table 2
Message flow comparison

Recursive Semi-Recursive
Num-of-Message 
(at most)

2

)/log( SN
 

)/log( SN
+ 1

Num-of-Message 
(In average)

)/log( SN ½

)/log( SN
+ 1

5.3. Cache Entry Record

Bi-Chord approach preserves most  of the original Chord lookup and routing mechanisms.  It 
should  be easy to  be  implemented  in  reality. However,  Bi-Greedy does  not  mean  the  best 
opinion. The enhancement of Bi-Greedy algorithm is limited comparing with Bi-Chord (about 
one hop difference). Additionally,  the malicious peer in Bi-Greedy approach will be able to 
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send/forward the message in both directions and makes the debug and trace even more difficult. 
Furthermore, the extra function of accurate distance calculation and comparison might on the 
other  way,  add  the  burden  for  P2PSIP  peer  and  offset  the  enhancement  of  Bi-Greedy.  In 
summary, we advocate Bi-Chord approaches. 

Cache record entry approach is a common solution in today’s  applications and systems  for 
recording useful data, e.g. communication history, etc. 

5.4. Delay Comparison

Finally, the delay of two systems is measured. We choose one peer (here we use peer 586 for 
example) as the source peer and select 8 destination peer groups, each of which contains 32 
random selected peers in either district A or D. (We assume that S=8 and therefore both of 
district  A and D have 64 P2PSIP peers).  For each system,  we initiate 32*8 P2PSIP request 
(from group 1 to group 8) manually from peer 586 and measure the delay of the response. After 
that, we calculate the average delay for each group, as represented in Figure 16. 

In Chord-based P2PSIP system, the delay of each group is almost the same (about 15ms-16ms); 
however, in the improved Chord based P2PSIP system, the delay is greatly reduced, especially 
when the number  of  testing increases.  We believe it  is  the contribution of the Cache entry 
record.  

Figure 16. Delay comparison

After considering all the situations, we get the conclusion that the combination of Bi-Chord, 
Cache  entry  record  and  Semi-Recursive  routing  might  be  the  best  choice  for  the  P2PSIP 
communication systems to reduce the number of hops and delay.

6. Conclusion and Future work

In this paper we propose several approaches to improve the peer/resource lookup efficiency of 
Chord protocol. After evaluation, we conclude that the best choice for P2PSIP communication 
systems is to combine Bi-Chord, Cache entry record, and Semi-recursive routing approaches 
together. We use Spin formal validation to check the correctness of the lookup algorithm. Then 
we have also implemented a prototype.

For further improving the peer/resource lookup efficiency in P2PSIP communication systems, a 
hierarchical overlay architecture proposed in [17] might be a possible solution. 
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However,  the  decentralization  of  P2PSIP  might  cause  many  privacy  problems.  A  possible 
solution would be to use a proxy-based peer to relay the data traffic between the source peer and 
the destination peer [18].  

Furthermore, we plan to study the browser-based approach [19] that might also provide secure 
approach and support many devices (e.g. many mobile phones, PDA, etc) that lack coherent 
support for P2PSIP services. 
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