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ABSTRACT

CRC (Cyclic Redundancy Check) is an error detection method commonly used in data communication
systems, computer networks and storage environments. In this method, the transmitter divides the message
by an agreed upon polynomial called the generator and concatenates the calculated residue to the
message. The properties of the generator determine the range of errors which are detectable in the receiver
side. The division operation is currently performed using serial circuits called Linear Feedback Shift
Registers especially in the Ethernet network access protocol. Developing methods for parallel computation
of the residue makes CRC suitable for higher layer protocols and software applications. This paper studies
a case for parallel CRC computation using special generators which have special multiples called OZO
(One-Zero-One) polynomials are divisible. We first provide a systematic approach to finding such
polynomials and then design and evaluate the algorithm and the hardware required to perform the parallel
division.
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1. INTRODUCTION AND BASIC CONCEPTS

Before explaining the CRC and our proposed method, we need some basic concepts and some
preliminary discussions which are presented in the following:

Polynomial notation: is a common notation used in the literature for representing bit strings. For
example, the string 110111 is represented by the polynomial = + + + + 1. As seen
in the example, polynomials of degree n are the representative for a string which is n+ 1 bit long.
Thus polynomials of odd degrees (called odd polynomials) represent bit strings with even length
(called even strings) and vice versa.

OZO Polynomials: are polynomials having a form like = + 1. Such polynomials represent
bit strings like 100…001, hence the name OZO (One-Zero-One). If n is odd, the polynomial is
called an odd OZO. Similarly, the polynomial is called to be even if n is even.

Modulo-2 Addition and Subtraction: are performed without generating carry or borrow bits.
Modulo-2 addition and subtraction are both performed using logical XOR.
Modulo-2 multiplication: is performed through consequent shifts and modulo-2 additions.
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Modulo-2 Division: is performed through consequently subtracting multiples of the divisor from
the dividend. The modulo-2 subtractions are continued until the degree of the residue becomes
smaller than that of the divisor. Figure 1 shows examples of modulo-2 addition/subtraction,
multiplication and division.

Figure 1: examples of modulo-2 addition/subtraction,
multiplication and division

Concatenation: If S1 and S2 are two bit strings of degrees m and n, we will have 1 2 =1. 2 + 2. Readers are referred to [7, 8] for more information regarding modulo-2
computations.

Cyclic Redundancy Code: The CRC works as follows. Whenever the sender has a message M
to send, it first concatenates n zero bits to the right of the massage, converting it to . 2 ( n is
the length of an agreed-upon string called the generator subtracted by one. It is also the length of
the CRC. Especially the Ethernet protocol uses a 32-bit CRC [22]). The sender divides the
produced string ( . 2 ) by the generator (G) in the next step and calculates the residue ( =( . 2 ) ). Then the residue is replaced for the n zero bits. The string is now converted to= = . 2 + ( . 2 ) . The string = is transmitted instead of M. Figure 2
shows these steps.

The addition, multiplication and division operations are performed modulo-2 here. Since addition
and subtraction are the same in modulo-2 computations, we can think of as = =. 2 − ( . 2 ) which is obviously divisible by G.

Figure 2: The transmitter side CRC Process



International Journal of Computer Networks & Communications (IJCNC) Vol.4, No.1, January 2012

41

Figure 3: The Receiver side CRC Process

The receiver divides what it receives by G again and calculates the residue. If the receiver gets
exactly the string transmitted by the sender, the residue will obviously be equal to zero. Figure 3
shows this process. But if an error has occurred through the channel, we can model the error as a
string E added to [7, 8]. In such a case, the receiver receives + instead of . Since
is divisible to G, the calculated residue in this case will be equal to ( + ) = .
Applications of CRC [12, 17, 18, and 21] as well as developing methods for improving its
efficiency [13, 19, 20, and 23] have been research focus in recent years. CRC is traditionally
computed by serial circuits called LFSRs (Linear Feedback Shift Registers). An LFSR is a special
kind of shift register in which the output of the last flip flop is fed to the input of the first flip flop
through a number of XOR gates. Fig.4 shows a sample LFSR.

This paper proposes a novel method for parallel computation of CRC using mathematical
properties of a special category of generator polynomials called ODPs (OZO Dividing
Polynomials). ODPs are polynomials having multiples of form 100…001.  The latter form of
polynomials is called OZO (One-Zero-One). We demonstrate that if the generator is selected
from this category, the CRC can be calculated by parallel circuits with minor hardware
requirements. Zolfaghari, et al. [7, 8] introduced OZOs and ODPs. They developed a systematic
method for constructing ODP polynomials. The rest of this paper is organized as follows. Section
2 presents some preliminary discussions, section 3 examines related works and section 4 presents
the proposed method. Section 5 is dedicated to conclusions and further works.

Figure 4: A sample LFSR

2. PRELIMINARY DISCUSSIONS

The main idea behind our proposed approach is performing a number of operations (each of
which takes a cycle in the traditional modulo-2 division circuits) in a single cycle. We use the
properties of OZO strings to achieve this goal in this paper. Let us clarify the approach by an
example. Suppose that the divisor is G=1111. This string is an ODP. In fact, if we multiply this
string by 11 we will get G'=1111.11=10001. It is easy to see that G' is an m=5 bits long multiple
of G. Thus every string can be divided by G through subtracting multiples of G' from the
dividend. Figure 5 shows two steps such a division. The two steps shown in this figure convert 4
consequent bits from the left of the dividend to zero. These steps take 4 cycles by an LFSR. Our
approach performs the operations of these two steps in a single cycle.

Let us see how the approach works. The dividend D is n=10 bits long in this example. A close
look shows that in the first step, the leftmost 1 of the divisor ( ′ ) has been put under the
leftmost 1 of the dividend ( ).This causes the bit ( ) to be inverted (XORed with 1).
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Meanwhile, has been converted from 1 to 0. This step has not affected , , .
The reason is that the corresponding bits of ′ are equal to 0. Now let us look at the second step.
In this step, ′ has been put under and has been XORed with 1. In this step,
has been converted from 1 to 0. We can summarize the operations performed in the 2 steps (4
cycles) as follows. For each − < < − 1 if = 1 then is converted to 0 and

is XORed with 1 (XORed with ). In other words, if we divide D into m-1 bit segments,
the segment before the last has been XORed with the last segment and the last segment has been
converted to 0. This process has reduced the length of D by m-1. Going on this procedure until
the length of D is decreased less than that of G will lead to the residue remaining t the last step.

Figure 5: Two steps of division by an OZO divisor

3. RELATED WORKS

Improving the performance of CRC computations has been the topic for a lot of research in recent
years [1-6]. But the most relevant category of related works are those which have proposed
parallel algorithms for calculating CRC. A number of works in this category are introduced in
below.

Nguyen [9] argued that CRC has notable error detection capabilities but its calculation is slow in
contrast to other error detection methods and the reason is that it depends on sequential
polynomial division operations. He attempted to find CRCs that can be calculated fast. He found
such CRCs and also proposed a method for calculating them. In his method CRC can be
calculated without the need for table lookup. His method can totally avoid polynomial divisions
or reduce the number of them.

Youngju, et al. [11] proposed a software parallel method for calculating CRC and named it N-
byte RCC (Repetition of Computation and Combination). Their method depends on dividing the
message to 4-bit chunks and table lookup. This method can be implemented using any off-the-
shelf processor. They tested their method on 1-star NOCs and single Bus architectures.

Kounavis, et al. [10, 15] proposed a frame fork for designing a family of parallel CRC algorithms.
They showed that algorithms designed in this framework can reduce the memory required for
calculating CRC and make it convenient for different computer system architectures. They
claimed that these algorithms can be implemented in software using any general purpose
processor and without the need for any extra special hardware.

Zhanqi, et al. [14] presented a parallel algorithm for CRC calculation based on mathematical
equations which can be implemented for different generator polynomials. They claimed that their
algorithms are quite convenient for hardware implementation. They implemented their algorithm
in hardware and achieved the input data rate of 21 Gbs. They showed the efficiency of their
algorithm for 10G Ethernet as well as ATM. Ji, et al. [16] presented a method based on Galois
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Fields multiplication and accumulation operations for CRC calculation. This method can gain
unlimited speedup over serial methods and lookup-driven methods but increase area due to the
need for GFMAC (Galois Field Multiplication and Accumulation) modules. Their method can
calculate CRC in two or three cycles for every message length. They implemented their method
using a reconfigurable processor to which the instructions required to perform a number of
simultaneous GFMAC operations can be added. A sample implementation of this method which
uses 4 GMAC modules can calculate 32-bit CRC for a 16-bye message in two or three cycles.

4. THE PROPOSED APPROACH

According to the discussions presented in section 2, our proposed approach works as follows.
Suppose we are going to divide an n bit dividend by an m bit divisor and calculate the residue.
The dividend is first partitioned into m-1 bit segments. Then in each step, the segment before the
last is XORed with the last segment and the last segment is truncated from the dividend. The
division is finished when only one segment remains from the dividend. Figure 6 shows the block
diagram of the circuit which implements our approach for a 64 bit dividend and a 9 bit divisor.

As shown in Fig. 6-a, this circuit is constructed from two registers R and S. S contains the last 8
bit segment and R contains the remaining 58 bits. Both registers are built using D flip flops. The
functions of R and S each include 2-cycle periods. In the first period, the leftmost segment of R is
XORed with S. In this half cycle, S remains unchanged. This is called the XOR half cycle. In the
second half cycle, S is loaded with the leftmost segment of R. In this step, each flip flop i of R is
loaded with output of flip flop number i-8. This is called the shift half cycle.

Figure 6.a: The shift registers

Figure 6.b: Feeding D flip flop number i from R

Figure 6.c: The circuit producing signal P
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Figure 6.d: Feeding D flip flop number i from R

Fig. 6-b shows how D flip flop number I from R is fed. The signal P and the MUX allow the flip
flop to function as needed for the division. During the XOR half cycle, each flip flop is loaded
with the output of the XOR gate. During the shift half cycle, each flip flop is loaded with the
output of another flip flop. Fig. 6-c shows the circuit producing the signal P which is built using a
T flip flop. Fig. 6-d shows the feeding of flip flops of S. During the shift half cycle, these flip
flops are loaded with corresponding flip flops of R. During the XOR half cycle, these flip flops
remain unchanged.

The division takes − 1 − 1 = ( ) cycles using the proposed approach while it takes n

cycles using the traditional LFSR structure. In other words this circuit accomplishes the division= ( ) = ( )( ) times faster than its equivalent LFSR. We refer to T as the PIR

(Performance Improvement Ratio). Now let us examine the impacts on m and n on the PIR.

Equation 1 gives the derivative of T to n.= ( )( ( )) < 0 Equation 1

This means that the PIR decreases with the increase of n. But the limit of T when n approaches
infinity is equal to m-1. This means that the minimum of the PIR will be equal to m-1.
Equation 2 gives the derivative of T to n.

= −( − ( − 1)) < 0 Equation 2

Again T is decreased with the increase of m. But here we should take into consideration that m
cannot grow larger than n. We have coded this circuit with VHDL for a 24 bit dividend and 9 bit
divisor. The division takes 2 cycles in this case. Fig. 7 shows the outputs of the circuit after the
first and the second cycles.

5. CONCLUSION AND FURTHER WORKS

The CRC computation is traditionally implemented using sequential circuits called LFSRs. These
circuits divide an n bit dividend by an m bit divisor in n cycles regardless of the size of the
divisor. This paper showed that if the divisor is selected from a special family of strings called
ODPs, the division can be implemented using a parallel circuit which takes − 1 − 1 to

accomplish the division. This circuit works = ( )( ) times faster than its corresponding

LFSR. We designed the parallel circuit and coded with VHDL and reported the outputs of the
circuit for a sample division. This work can be continued with designing parallel circuits for other
families of divisors.
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Figure 7-a: The output after the first cycle

Figure 7-b: The output after the second cycle
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