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ABSTRACT 

In the recent years there is a considerable interest in developing mutual exclusion algorithms. Various 

algorithms are available to achieve mutual exclusion.   Bandwidth, synchronization delay and throughput 

are the performance factors for these algorithms. Here we present an algorithm NTBCBT (Non Token 

Based using Complete Binary Tree) that using the concept of complete Binary Tree and provide better 

bandwidth as compare to other algorithms.       
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1. INTRODUCTION 

In distributed systems several computer communicate with each other by interchanging the 

messages over the communication network without sharing any memory or clock. In these 

systems one of the basic & interesting   problems of mutual exclusion exists. Mutual exclusion 

gives the assurance that the use of the shared resource is restricted   to one site at a time in a 

distributed computer system. Due to the lack of shared memory and a global clock and 

unpredictable message delay, the job of designing a distributed mutual exclusion algorithm that is 

fair, fault tolerance and free from deadlock and starvation, is difficult. Distributed mutual 

exclusion algorithms are either token-based [2] or nontoken-based. In token-based mutual 

exclusion algorithms, a unique token exists in the system and only the holder of token can access 

the protected resource. Examples of token-based mutual exclusion algorithms are Suzuki-

Kasami's algorithm [5], (N or 0 messages for each CS), Singhal's heuristic algorithm [4], ([N/2,N] 

messages), Raymond's tree-based algorithm [6], (log (N) messages), Yan et-al.'s algorithm [21], 

(O(N) messages), and Naimi et-al.'s algorithm [3], (O(log(N)) messages). Non token-based 

mutual exclusion algorithms exchange messages to determine which process can access the CS 

next. Figure 1 shows the concept of Mutual exclusion. Examples of nontoken-based mutual 

exclusion algorithms are Lamport's algorithm [7,8], (3(N-1) messages), Ricart- Agrawala's 

algorithm [9], (2(N-1) messages), Carvalho-Roucairol's modification on Ricart- Agrawala’s 

algorithm ([0,2(N-1)] messages),Maekawa's algorithm [12,11], ([3rootN, 5rootN] messages), and 

Singhal's dynamic data structure algorithm [10], ([N-1, 3(N-1)/2] messages). 
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Figure 1: Concept of Mutual Exclusion 

[1] In this paper, we present a simple, efficient and non token based distributed mutual exclusion 

algorithm for a distributed computer system of N geographically isolated  computer sites. The aim 

of this work is to improve the performance of non token based algorithms by considering that 

sites are arranged as a complete Binary Tree.  Here we present an algorithm which reduces the 

message traffic while maintain synchronization delay. The algorithm is deadlock free and free 

from starvation. The rest of this paper is organized as follows: In the next section we provide a 

brief overview of related work. In section 3, we give the distributed system model for our 

algorithm. The basic idea of the algorithm is given in section 4, followed by the description of the 

algorithm in section 5. The proof of the correctness of the algorithm is given in section 6. Section 

7 discusses the performance analysis of the algorithm. We conclude with some final remarks. 

2. RELATED RESEARCH  

During the last decade, a huge amount of effort has been focused on the development of the 

efficient distributed mutual exclusion algorithms. One of the earliest efforts in the area was by 

Alsberg and Day [14]. They appoint a central node to manage the access to a shared  resource and 

the sites by  enter their critical sections need to get permission from this Central site. This 

solution is highly efficient in that it requires only three messages per critical section execution, 

regardless of the size of the system or the compactness of requests. However, an obvious 

drawback of this solution is that the central site is unfairly burdened with responsibility and with 

message traffic. There after m many distributed mutual exclusion algorithms have been proposed. 

In general, these algorithms can be classified into two groups [13, 15] permission based and token 

based. Lamport [16] was the first to design a fully distributed permission based mutual exclusion 

algorithm using logical timestamps. In his algorithm each request set is the entire network. Then, 

if N is the numbei- of sites in the system, and if self-messages are not counted, the algorithm 

requires N - 1 requests, N - 1 replies, and N - 1 releases; or 3(N - 1) messages per critical section 

execution. Ricart and Agrawal [17] realized that if all sites must grant permission by sending 

replies, then the release messages are superfluous, since a reply involves an implicit release. 

Therefore, they have reduced the number of messages in Lamport’s algorithm to 2(N - 1). Then a 

Makewa’s [18] describes an algorithm in which permission have to be taken only from a subset of 

the sites included in the system.they reduced the number of messages to 3√N. But this algorithm 
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is not deadlock free. For deadlock removal it required 5√N messages per critical section 

execution. In the token based algorithms the TOKEN is a “unique and singular” message which 

circulates among the sites. Only the site which possesses the TOKEN may enter its critical 

section. The various token based algorithms are distinguished by the methods for determining 

how a site obtains the TOKEN, where a site sends the TOKEN when it is finished with its critical 

section. One of the earliest token based mutual exclusion algorithms is by LeLann[19]. Suzuki 

and Kasami[18]  present a token based distributed  mutual exclusion algorithm which is an 

improvement over the well known Ricart and Agrawala’s permission based algorithm. There after 

a series of more improved token based algorithms were introduced .Usually the mutual exclusion 

problem in a dis tributed system is limited in that only one node can be in its critical section (CS) 

at any time. Raymond [18] has removed this restriction on the entry to CS by allowing K sites to 

enter the critical section simultaneously, where 1 < I< < N and N is the number of the sites in 

system. With this change, Raymond has extended the Ricart and Agarwala’s distributed 

mutual.Recently, Srimani and Reddy  have proposed another distributed mutual exclusion 

algorithm which allows K simultaneous entries into a critical section in a distributed system. 

Their algorithm extends the mutual exclusion algorithm of Suzuki and Kasami  which is token 

based. However, unlike in the original algorithm of Suzuki and Kasami which uses only one 

token message to provide mutual exclusion, in their algorithm there are K token messages to 

allow I< simultaneous entries in the critical section. Although Srimani and Reddy’s algorithm 

need the same number of messages per CS invocation as Suzuki and Kasami’s algorithm, its 

response time for requesting CS is prolonged. It is because that more than one token may respond 

to the same request while other concurrent requests have to suspend until one of the collision 

tokens is redirected. The synchronization delay is also affected by this problem. More recently, 

Makki et al.  [15]proposed a more efficient token based distributed mutual exclusion algorithm 

for multiple entries to the critical section. Their algorithm is based on an efficient token based 

mutual exclusion algorithm of Makki [19] 

3. REPRESENTATION FOR DISTRIBUTED SYSTEM  

 We take a distributed system to mean a collection of N physically dispersed autonomous 

computer sites that are logically form a complete Binary Tree and communicate with one another 

only by sending messages. The sites do not share a common memory or global clock. We are 

assuming that the sites are numbered from 1 to N .Complete network form a tree topology. it is 

assumed the underlying network is reliable and sites do not crash. Also we assume that the delay 

of a message delivery is unpredictable, but it is finite. The messages between any pair of nodes 

are transferred in the order they were sent. 

4 ALGORITHM & ANALYSIS OF NTBCBT 

There are four types of messages used in our algorithm. i.e. REQUEST, INFORM, REPLY, and 

REMOVE. All of them have the same simple format. Every type of messages includes its Sender-

ID, a Recipient- ID and a Time-stamp. The four type of messages will be assigned the following 

semantics. A REQUEST indicates a requesting node request for using the CS.Inform Message is 

used to inform to children of a node that set their flag variable. Reply message is used to give 

permission to the requesting node for entering into critical section and REMOVE message is used 

to exit from critical section. 

4.1Algorithm 

Here is the algorithm explained in three sections describe following 
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4.1.1 Requesting CS 

If the si site want to enter into CS then 

1   Make an entry in the request queue of ith site. 

2   It send a request message to its parent located at i/2 

3   Inform its children to set their flag to 1and enter id of its children to the RF Array. 

4  On getting a request message site j will perform the following 

a.  It will make an entry in its request queue 

b.  Repeat the following while j!=root 

c.  If(flag[j]=1 ) 

             Then  

                     wait 

             Else 

                   Set child=j 

                 Set j=j/2 

             End of if structure 

             End of loop  

      d.  if (flag[root] =1) 

           Then 

                   wait 

             Else  

                set flag=1 

     send the inform message to another child  (other than child) so that it will set its 

flag  variable to 1 and make its entry to RF array. 

                send the reply message to the child pointed by child 

       [ End of if structure] 

5  On getting reply message the site will set its flag to 1 

6  Remove the topmost entry from the request queue and send the reply message  

     to the site i 

7  Send an inform message to other child to set  its flag variable and make its 

     entry in the Rf array. 

4.1.2 Executing CS 

8   On getting reply message from its parent site the site will enter into the CS 

4.1.3 Release CS 

9   Set its flag variable to 0. 

10 Send a REMOVE message to all the sites in the RF Array and delete them from the  

      array. 

11  On getting remove message sites will clear their flag variable. 

12  Send a release message to its parent if its not ROOT. 

13  On getting release message go to step 9 

14  If its request queue is not empty then go to step 4B.  

4.2 Analysis & Results 

The performance criteria on which the distributed mutual exclusion algorithms can be analyzed 

are bandwidth, delay and throughput. Bandwidth can be defined as the total number of messages 
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sent in each entry and exit operation. We have analyzed various distributed mutual exclusion 

algorithm by implementing them in C. we analyzed these algorithms for  n=10,20,30,40.Here n is 

the no of sites competing for mutual exclusion to enter into critical section. 

Table 1: Comparison of Bandwidth of  DME Algorithms 

 Lamport Ricart Agrawala Maekawa NTBCBT 

No. of 

Sites(n) 

10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40 

Bandwidth 27 57 87 107 18 38 58 78 16 22 27 32 12 16 20 20 
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Figure 2: Bandwidth Vs No. Of Sites 

Table1 and Figure2 shows the Bandwidth of various algoriths.Another criteria on which these 

algorithms are analyzed is synchronization delay. It is the time interval between one process 

exiting the critical section and the next process entering it (when there is only one process 

waiting). The data collected is given below 

Table 2: Comparison of Synch. Delay of  DME Algorithms 

Name of Algo Lamport Ricart 

Agrawala 

Maekawa NTBCBT 

No. of Sites(n) 2 3 4 5 2 3 4 5 2 3 4 5 2 3 4 5 

Synch. Delay 1 1 1 1 1 1 1 1 2 2 2 2 2 4 4 4 
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Figure 3: Synchronization Delay Vs No. Of Sites 
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5. CONCLUSION & FUTURE WORK 

We presented a mutual exclusion algorithm for a distributed system with asynchronous message 

passing. This algorithm requires 4 log2i messages per access to the critical section, and improves 

upon the Ricart-Agrawala algorithm, which is the best known algorithm, without introducing any 

additional overhead. Bandwidth is not only the single criteria for checking out the performance of 

DME algorithms. There are some other factors like Synchronization delay, response time etc. 

These factors are also considered during design of the algorithm Further we are trying to improve 

the synchronization Delay and response time. At present these factors are very close to previous 

algorithms. 
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